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UNIT – 7                   6 Hours 
Run-Time Environments : Storage Organization; Stack allocation of space; 
Access to non-local data on the stack; Heap management; Introduction to 
garbage collection. 
 
UNIT – 8                   7 Hours 
Code Generation: Issues in the design of Code Generator; The Target 
Language; Addresses in the target code; Basic blocks and Flow graphs; 
Optimization of basic blocks; A Simple Code Generator 
 
Text Books: 

1. Alfred V Aho, Monica S.Lam, Ravi Sethi, Jeffrey D Ullman: 
Compilers- Principles, Techniques and Tools, 2nd Edition, Pearson 
Education, 2007. 
(Chapters 1, 3.1 to 3.4, 4 excluding 4.7.5 and 4.7.6, 5.1 to 5.4, 6.1, 
6.2, 6.4, 6.6, 6.7 to 6.9,  7.1 to 7.5, 8.1 to 8.6.) 

 
Reference Books: 

1. Charles N. Fischer, Richard J. leBlanc, Jr.: Crafting a Compiler with 
C, Pearson Education, 1991. 

2. Andrew W Apple: Modern Compiler Implementation in C, 
Cambridge University Press, 1997. 

3. Kenneth C Louden: Compiler Construction Principles & Practice, 
Cengage Learning, 1997. 

           
 

DATA COMPRESSION 
 

Subject  Code:  10IS663             I.A. Marks    :  25 
   Hours/Week  :  04   Exam   Hours: 03 

Total  Hours  :  52   Exam  Marks: 100 
 

PART – A 
 

UNIT –1                  7 Hours 
Introduction, Lossless Compression -1: Compression techniques; Modeling 
and coding. 
Mathematical preliminaries for lossless compression: Overview; Basic 
concepts of Information Theory; Models; Coding; Algorithmic information 
theory; Minimum description length principle. 
Huffman coding: Overview; The Huffman coding algorithm, 
Minimumvariance   Huffman codes; Application of Huffman coding for text 
compression. 
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UNIT – 2                  6 Hours 
Lossless Compression – 2: Dictionary Techniques: Overview; Introduction; 
Static dictionary; Adaptive dictionary; Applications: UNIX compress, GIF, 
PNG, V.42. 
Lossless image compression: Overview; Introduction; Basics; CALIC; JPEG-
LS; Multiresoution approaches; Facsimile encoding: Run-length coding, T.4 
and T.6. 

 
UNIT – 3                 6 Hours 
Basics of Lossy Coding:  Some mathematical concepts: Overview; 
Introduction; Distortion criteria; Models. 
Scalar quantization: Overview; Introduction; The quantization problem; 
Uniform quantizer; Adaptive quantization. 

 
UNIT – 4                  7 Hours 
Vector Quantization, Differential Encoding: Vector quantization: 
Overview; Introduction; Advantages of vector quantization over scalar 
quantization; The LBG algorithm.  
Differential Encoding: Overview; Introduction; The basic algorithm; 
Prediction in DPCM; Adaptive DPCM; Delta modulation; Speech coding; 
Image coding. 

 
PART - B 

 
UNIT – 5                  7 Hours  
Some Mathematical Concepts, Transform coding: Some mathematical 
concepts: Linear systems; Sampling; Discrete Fourier transform; Z-
transform. 
Transform coding: Overview; introduction; The transform; Transforms of 
interest; Quantization and coding for transform coefficients; Application to 
image compression – JPEG; Application to audio compression – MDCT. 

 
UNIT – 6                 6 Hours 
Subband Coding, Audio Coding:   Subband Coding: Overview; 
introduction; Filters; The basic subband coding algorithm; Bit allocation; 
Application to speech coding – G.722; Application to audio coding – MPEG 
audio; Application to image compression. 
Audio Coding: Overview; Introduction; MPEG audio coding; MPEG 
advanced audio coding; Dolby AC3; Other standards. 
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UNIT – 7                  6 Hours 
Wavelet-Based Compression: Overview; Introduction; Wavelets; 
Multiresolution and the scaling function; Implementation using Filters; Image 
compression; Embedded zerotree coder; Set partitioning in hierarchical trees; 
JPEG 2000. 

 
UNIT – 8                  7 Hours 
Video Compression: Overview; Introduction; Motion compensation; Video 
signal representation; H.261; Model-based coding; Asymmetric applications; 
MPEG-1 and MPEG-2; H.263; H.264, MPEG-4 and advanced video coding; 
Packet video. 
 
Text Books: 

1.  Khalid Sayood: Introduction to Data Compression, 3rd Edition, 
Elsevier, 2006.     (Chapters 1, 2 excluding 2.2.1 and 2.4.3, 3.1, 3.2, 
3.2.1, 3.8.2, 5, 7.1 to 7.5, 7.6, 7.6.1, 7.6.2, 8.1 to 8.3, 8.6, 9.1 to 9.5, 
10.1 to 10.4, 11, 12.6 to 12.9, 13, 14.1 to 14.4, 14.9 to 14.12, 15, 16, 
18.1 to 18.13)  

 
Reference Books: 

1. D. Salomon: Data Compression: The Complete Reference, Springer, 
1998. 

 
 

PATTERN RECOGNITION  
 

Subject  Code:  10IS664           I.A. Marks    :  25 
Hours/Week  :  04   Exam   Hours: 03 
Total  Hours  :  52   Exam  Marks: 100 

 
PART – A 

 
UNIT – 1                   6 Hours 
Introduction: Machine perception, an example; Pattern Recognition System; 
The Design Cycle; Learning and Adaptation. 

 
UNIT – 2                  7 Hours 
Bayesian Decision Theory: Introduction, Bayesian Decision Theory; 
Continuous Features, Minimum error rate, classification, classifiers, 
discriminant functions, and decision surfaces; The normal density;  
Discriminant functions for the normal density. 

 
 
 


