B. E. COMMON TO ALL PROGRAMMES
Choice Based Credit System (CBCS) and Outcome Based Education (OBE)
- SEMESTER - III
TRANSFORM CALCULUS, FOURIER SERIES AND NUMERICAL TECHNIQUES

Course Code 18MAT31 CIE Marks 40
| Teaching Hours/Week (L: T:P) (2:2:0) SEE Marks 60
Credits 03 Exam Hours 03

Course Learning Objectives:
e To have an insight into Fourier series, Fourier transforms, Laplace transforms, Difference equations
and Z-transforms.
+ To develop the proficiency in variational calculus and solving ODE’s arising in engineering
applications, using numerical methods.

Module-1

Laplace Transform: Definition and Laplace transforms of elementary functions (statements only). Laplace
transforms of Periodic functions (statement only) and unit-step function — problems.

Inverse Laplace Transform: Definition and problems, Convolution theorem to find the inverse Laplace
transforms (without Proof) and problems. Solution of linear differential equations using Laplace transforms.

Module-2

Fourier Series: Periodic functions, Dirichlet’s condition. Fourier series of periodic functions period 27 and
arbitrary period. Half range Fourier series. Practical harmonic analysis.

Module-3

Fourier Transforms: Infinite Fourier transforms, Fourier sine and cosine transforms. Inverse Fourier
transforms. Problems.

Difference Equations and Z-Transforms: Difference equations, basic definition, z-transform-definition,
Standard z-transforms, Damping and shifiing rules, initial value and final value theorems (without proof) and
problems, Inverse z-transform and applications to solve difference equations.

Module-4

Numerical Solutions of Ordinary Differential Equations(ODE’s):

Numerical solution of ODE’s of first order and first degree- Taylor’s series method, Modified Euler’'s method.
Runge -Kutta method of fourth order, Milne’s and Adam-Bash forth predictor and corrector method (No
derivations of formulae)-Problems.

Module-5

Numerical Solution of Second Order ODE’s: Runge-Kutta method and Milne’s predictor and corrector
method. (No derivations of formulae).

Calculus of Variations: Variation of function and functional, variational problems, Euler’s equation,
Geodesics, hanging chain, problems.

Course outcomes: At the end of the course the student will be able to:

¢ COl: Use Laplace transform and inverse Laplace transform in solving differential/ integral equation
arising in network analysis, control systems and other fields of engineering.

* CO2: Demonstrate Fourier series to study the behaviour of periodic functions and their applications in
system communications, digital signal processing and field theory.

¢ CO3: Make use of Fourier transform and Z-transform to illustrate discrete/continuous function arising
in wave and heat propagation, signals and systems.

*  CO4: Solve first and second order ordinary differential equations arising in engineering problems
using single step and multistep numerical methods.

* CO5:Determine the externals of functionals using calculus of variations and solve problems
arising in dynamics of rigid bodies and vibrational analysis.

Question paper pattern:




" The question paper will have ten full questions carrying equal marks.

[ e Each full question will be for 20 marks.
¢ There will be two full questions (with a maximum of four sub- questions) from each module,
e Each full question will have sub- question covering all the topics under a module.
e _ The students will have to answer [ive [ull questions, selecting one full question from cach module.
i,'[;' Title of the Book :‘:'l‘l'lf)r % of - the | Name of the Publisher 2;‘;:;"" 40/
" Textbooks _
1 Advanced Engineering | E. Kreyszig John Wiley & Sons 10" Edition,
Mathematics 2016

2 Higher Engineering Mathematics | B. S. Grewal Khanna Publishers 44" Edition,

2017
3 Engineering Mathematics Srimanta Pal et al | Oxford University | 3 Edition, 2016
Press

Reference Books

] Advanced Engineering | C.  Ray Wylie, | McGraw-Hill Book Co | 6™ Edition, 1995
Mathematics Louis C. Barrett

2 Introductory Methods of | S.S.Sastry Prentice Hall of India 4" Edition 2010
Numerical Analysis

3 Higher Engineering Mathematics | B.V. Ramana McGraw-Hill 11" Edition,2010

4 A Textbook of Engineering | N.P.Bali and | Laxmi Publications 6" Edition, 2014
Mathematics Manish Goyal

5 Advanced Engineering | Chandrika Prasad | Khanna Publishing, 2018
Mathematics and Reena Garg

Web links and Video Lectures:

1. http://nptel.ac.in/courses.php?disciplinelD=111

2. htp://www.class-central.com/subject/math(MOOQOCsS)

3. http

:/facademicearth.org/
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DATA STRUCTURES AND APPLICATIONS
(Effective from the academic year 2018 -201 9)
SEMESTER - 111 ) .
18CS32 CIE Marks 40

Course (__'»()(‘lg___.g_ _

Number of Contact Hours/Week |
_Total Number of Contact Hours

0 3:2:0 SEE Marks 60
50 Exam Hours o
CREDITS -4 L
Course Learning Objectives: This course (18CS32) will enable students to:
* Explain fundamentals of da
solving,

a structures and their applications essential for programming/problem

* lustrate linear representation of data structures: Stack, Queues, Lists, Trees and Graphs.
*  Demonstrate sorting and searching algorithms.

*__Find suitable data structure during application development/Problem Solving.
Module 1

Introduction: Data Structures, Classifications
Operations, Review of Arrays, Structures, Self-
and Dynamic Memory Allocation Functions.
Dynamically allocated arrays.

Array Operations: Traversing, inserting,
Arrays, Polynomials and Sparse Matrices.
Strings: Basic Termjno]ogy, Storing,
Programming Examples.

Textbook 1: Chapter 1: 1.2, Chapter 2: 2.2- 2.7 Text Textbook 2: Chapter 1: 1.1 - 14,

Chapter 3: 3.1 - 3.3,3.5,3.7, Ch apter4:4.1-4.9, 4.14 Reference 3: Chapter 1;: 1.4
RBT: L1, L2, L3

Contact
Hours
(Primitive & Non Primitive), Data structure 10
Referential Structures, and Unions. Pointers

Representation of Linear Arrays in Memory,

deleting, searching, and sorting. Multidimensional

Operations and Pattern Matching  algorithms.

Module 2 i

Stacks: Definition, Stack Operations, Array Representation of Stacks, Stacks using Dynamic | 10
Arrays, Stack Applications: Polish notation, Infix to postfix conversion, evaluation of postfix
expression.
Recursion - Factorial, GCD, Fibonacci Sequence, Tower of Hanoi, Ackerman's function.
Queues: Definition, Array Representation, Queue Operations, Circular Queues, Circular
queues using Dynamic arrays, Dequeues, Priority Queues, A Mazing Problem. Multiple
Stacks and Queues. Programming Examples.

Textbook 1: Chapter 3: 3.1 -3.7 Textbook 2: Chapter 6: 6.1 -6.3, 6.5, 6.7-6.10, 6.12, 6.13
RBT: L1, L2, L3

Module 3

Linked Lists: Definition, Representation of linked lists in Memory, Memory allocation; | 10
Garbage Collection. Linked list operations: Traversing, Searching, Insertion, and Deletion,
Doubly Linked lists, Circular linked lists, and header linked lists. Linked Stacks and Queues.
Applications of Linked lists — Polynomials, Sparse matrix representation. Programming
Examples

Textbook 1: Ch apter 4:4.1-4.6, 4.8, Textbook 2: Ch apter 5: 5.1 - 5.10,

RBT: L1,L2, 1.3
Module 4

Trees: Terminology, Binary Trees, Properties of Binary trees, Array and linked | 10
Representation of Binary Trees, Binary Tree Traversals - Inorder, postorder, preorder:
Additional Binary (ree operations. Threaded binary trees, Binary Search Trees — Definition,

Insertion, Deletion, Traversal, Searching, Application of Trees-Evaluation of Expression,

I-’rogranunjn y Exam les




[ Textbook 1: Chapter 5: 5.1 -5.5, 5.7; Textbook 2: Chapter 7: 7.1 - 7.9 }

RBT: L1,L2,L3 - N
Module 5 | ST

| Graphs: Definitions, Terminologies, Matrix and Adjacency List Representation Of Graphs, | 10

Elementary Graph operations, Traversal methods: Breadth First Search and Depth First

Search.

Sorting and Searching: Insertion Sort, Radix sort, Address Calculation Sort.

Hashing: Hash Table organizations, Hashing Functions, Static and Dynamic Hashing.

Files and Their Organization: Data Hierarchy, File Attributes, Text Files and Binary Files,

Basic File Operations, File Organizations and Indexing

Textbook 1: Chapter 6 : 6.1 -6.2, Chapter 7:7.2, Chapter 8 : 8.1-8.3

Textbook 2: Chapter 8 : 8.1 — 8.7, Chapter 9 : 9.1-9.3,9.7,9.9

Reference 2: Chapter 16 : 16.1 - 16.7

RBT: L1,L2,L3

Course Outcomes: The student will be able to :

e Use different types of data structures, operations and algorithms

* Apply searching and sorting operations on files

Use stack, Queue, Lists, Trees and Graphs in problem solving

* Implement all data structures in a high-level language for problem solving.

Question Paper Pattern:
® The question paper will have ten questions.
Each full Question consisting of 20 marks
¢ There will be 2 full questions (with a maximum of four sub questions) from each module.
¢ Each full question will have sub questions covering all the topics under a module.
¢ The students will have to answer 5 full questions, selecting one full question from each module.

Textbooks:

1. Ellis Horowitz and Sartaj Sahni, Fundamentals of Data Structures in C, 2™ Ed, Universities Press,
2014.
2. Seymour Lipschutz, Data Structures Schaum's Outlines, Revised 1* Ed, McGraw Hill, 2014.

Reference Books:

1. Gilberg & Forouzan, Data Structures: A Pseudo-code approach with C, 2" Ed, Cengage
Learning,2014.

2. Reema Thareja, Data Structures using C, 3" Ed, Oxford press, 2012.

3. Jean-Paul Tremblay & Paul G. Sorenson, An Introduction to Data Structures with Applications,
2" Ed, McGraw Hill, 2013

4. A M Tenenbaum, Data Structures using C, PHI, 1989

5. Robert Kruse, Data Structures and Program Design in C, 2" Ed, PHI, 1996.

'I‘ 0. tf.
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T ANALOG AND DIGITAL ELECTRONICS
(Effective from the academic year 2018 -2019)
SEMESTER - 111

Course Code 18CS33 CIE Marks 40

" Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 03
CREDITS -3

Course Learning Objectives: This course (18CS33) will enable students to:

* Make use of simplifying techniques in the design of combinational circuits.
* Illustrate combinational and sequential digital circuits
* Demonstrate the use of flipflops and apply for registers

* Explain the use of photoelectronics devices, 555 timer IC, Regulator ICs and uA741 opamap IC

* Design and test counters, Analog-to-Digital and Digital-to-Analog conversion techgniues.

Module 1 Contact
Hours
Photodiodes, Light Emitting Diodes and Optocouplers ,BIT Biasing :Fixed bias ,Collector to | 08
base Bias , voltage divider bias, Operational Amplifier Application Circuits: Multivibrators
using IC-555, Peak Detector, Schmitl trigger, Active Filters, Non-Linear Amplifier,
Relaxation Oscillator, Current-to-Voltage and Voltage-to-Current Converter , Regulated
Power Supply Parameters, adjustable voltage regulator ,D to A and A to D converter.
Text Book 1 :Part A:Chapter 2(Section 2.9,2.10,2.11), Chapter 4(Section 4.2
4.3,4.4),Chapter 7 (section (7.2,7.3.1,7.4,7.6 to 7.11), Chapter 8 (section (8.1,8.5),
Chapter 9
RBT: L1, L2
| Module 2
Karnaugh maps: minimum forms of switching functions, two and three variable Kamnaugh | 08
maps, four variable karnaugh maps, determination of minimum expressions using essential
prime implicants, Quine-McClusky Method: determination of prime implicants, The prime
implicant chart, petricks method, simplification of incompletely specified functions,
simplification using map-entered variables
Text book 1:Part B: Chapter 5 ( Sections 5.1 {0 5.4) Chapter 6(Sections 6.1 to 6.5)
RBT: L1,L2
Module 3
Combinational circuit design and simulation using gates: Review of Combinational circuit | 08
design, design of circuits with limited Gate Fan-in ,Gate delays and Timing diagrams,
Hazards in combinational Logic, simulation and testing of logic circuits
Multiplexers, Decoders and Programmable Logic Devices: Multiplexers, three state buffers,
decoders and encoders, Programmable Logic devices, Programmable Logic Arrays,
Programmable Array Logic.
Text book 1:Part B: Chapter 8,Chapter 9 (Sections 9.1 to 9.6)
RBT: L1, L2
 Module 4
08

| Introduction to VHDL: VHDL description of combinational circuits, VHDL Models for




Textbook 1: Chapter 5: 5.1 -5.5, 5.7; Textbook 2: (jili-l-l—)ifi;na: T71-79
| RBT: L1, L2, 1.3

Module § A . D 1
Graphs: Definitions, Terminologies, Matrix and Adjac_cncy List REV[V)Vr(‘:.-ﬂEI-\-E\l—iT);{GFGEH;,. 0
Elementary Graph operations, Traversal methods: Breadth First Search and Depth First
Scarch.

Sorting and Searching: Insertion Sort, Radix sort, Address Calculation Sort.

Hashing: Hash Table organizations, Hashing Functions, Static and Dynamic Hashing.

Files and Their Organization: Data Hierarchy, File Attributes, Text Files and Binary Files,
Basic File Operations, File Organizations and Indexing

Textbook 1: Chapter 6 : 6.1 =6.2, Chapter 7:7.2, Chapter 8 : 8.1-8.3

Textbook 2: Chapter 8 : 8.1 - 8.7, Chapter 9 : 9.1-9.3, 9.7, 9.9

Reference 2: Chapter 16 : 16.1 - 16.7

RBT: L1,L2,L3

Course Qutcomes: The student will be able to ;

* Use different types of data structures, operations and algorithms

* Apply searching and sorting operations on files

* Use stack, Queue, Lists, Trees and Graphs in problem solving

¢ Implement all data structures in a high-level language for problem solving.

Question Paper Pattern:
¢ The question paper will have ten questions.
Each full Question consisting of 20 marks
There will be 2 full questions (with a maximum of four sub questions) from each module.
Each full question will have sub questions covering all the topics under a module.
® The students will have to answer 5 full questions, selecting one full question from each module.

Textbooks:

1. Ellis Horowitz and Sartaj Sahni, Fundamentals of Data Structures in C, 2™ Ed, Universities Press,
2014.
2. Seymour Lipschutz, Data Structures Schaum's Outlines, Revised 1* Ed, McGraw Hill, 2014,

Reference Books:

I. Gilberg & Forouzan, Data Structures: A Pseudo-code approach with C, 2™ Ed, Cengage
Learning,2014.

2. Reema Thareja, Data Structures using C, 3" Ed, Oxford press, 2012.

3. Jean-Paul Tremblay & Paul G. Sorenson, An Introduction to Data Structures with Applications,
2" Ed, McGraw Hill, 2013

4. A M Tenenbaum, Data Structures using C, PHI, 1989

5. Robert Kruse, Data Structures and Program Design in C, 2™ Ed, PHI, 1996.
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T ~ COMPUTER ORGANIZATION
(Effective from the academic year 2018 -2019)
SEMESTER - 111
Course Code 18CS34 | CIE Marks [ 40
_Number of Contact Hours/Week 3:0:0 | SEE Marks | 60
[ Total Number of Contact Hours 40 | Exam Hours |03

CREDITS -3
Course Learning Objectives: This course (18CS34) will enable Students to: j
* Explain the basic sub systems of a computer, their organization, structure and operation,
* Illustrate the concept of programs as Seéquences of machine instructions.
* Demonstrate different ways of communicating with /0 devices and standard I/O interfaces.
®* Describe memory hierarchy and concept of virtual memory.
* Describe arithmetic and logical operations with integer and floating-point operands.
® __Illustrate organization of a simple rocessor, pipelined processor and other computing systems.
Module 1 Contact
Hours
Basic Structure of Computers: Basic Operational Concepts, Bus Structures, Performance — 08
Processor Clock, Basic Performance Equation, Cloek Rate, Performance Measurement.
Machine Instructions and Programs: Memory Location and Addresses, Memory
Operations, Instructions and Instruction Sequencing, Addressing  Modes, Assembly
Language, Basic Input and Qutput Operations, Stacks and Queues, Subroutines, Additional
Instructions, Encoding of Machine Instructions
Text book 1: Chapter1 - 13,14, 1.6 (1.6.1-1.6.4, 1.6.7), Chapter2 - 2.2 to 2.10
RBT: L1,1.2, 1.3
Module 2
Input/Output Organization: Accessing /O Devices, Interrupts — Interrupt Hardware, Direct | 08
Memory Access, Buses, Interface Circuits, Standard IO Interfaces — PCI Bus, SCSI Bus,
USB.
Text book 1: Chapter4 - 4.1,4.2,4.4, 4.5,4.6,4.7
RBT: L1,L2, 1.3
Module 3
Memory System: Basic Concepts, Semiconductor RAM Memories, Read Only Memories,
Speed, Size, and Cost, Cache Memories — Mapping Functions, Replacement Algorithms,
Performance Considerations.
Text book 1: Chapter5-5.1 1o 54,55 (5.5.1,5.5.2), 5.6
RBT: L1, L2, L3
Module 4

Basic Processmg UIIIl: Some Fundamental Concepts, Execution of 2 Complete ]nstrucllon, 08

Pipelining: Basic concepls of pipelining,
Text book 1: Chapter7, Chapter8 - 8.1
RBT: L1 L2, 1.3

- —

. -—_‘~__-—_—-_-.—
Course Outcomes: The student will be able to:
_“—'—-—-_————_..__—~f-—,—-——\
. ExElam the basic organization of a computer system,

Y



multiplexers, VHDL Modules,

Latches and Flip-Flops: Set Reset Latch, Gated Latches, Edge-Triggered D Flip Flop 3,SR
Flip Flop, J K Flip Flop, T Flip Flop, Flip Flop with additional inputs, Asynchronous
Sequential Circuits
Text book 1:Part B: Chapter 10(Sections 10.1 to 10.3),Chapter 11 (Sections 11.1 to 11.9)
RBT: L1, L2

| Module 5
Registers and Counters: Registers and Register Transfers, Paralle] Adder with accumulator, | 08

RBT: L1, L2
| Course Outcomes: The student will be able to -

* Design and analyze application of analog circuits using photo devices, timer IC, power supply
and regulator IC and op-amp.

. * Explain the basic principles of A/D and D/A conversion circuits and develop the same.

*  Explain Gates and flip flops and make us in designing different data processing circuits, registers
and counters and compare the types.

* _Develop simple HDL programs

Question Paper Pattern:

* The question paper will have ten questions. 7

* Each full Question consisting of 20 marks

® There will be 2 full questions (with a maximum of four sub questions) from each module.

*  Each full question will have sub questions covering all the topics under a module,

*__The students will have (o answer 5 full questions, selecting one full question from each module.
| Textbooks:
1. Charles H Roth and Larry L Kinney, Analog and Digital Electronics, Cengage Learning,2019

Reference Books:
1. Anil K Maini, Varsha Agarwal, Electronic Devices and Circuits, Wiley, 2012.
2. Donald P Leach, Albert Pau] Malvino & Goutam Saha, Digital Principles and Applications, 8"
Edition, Tata McGraw Hill, 2015.
3. M. Morris Mani, Digital Design, 4" Edition, Pearson Prentice Hall, 2008,
4. David A. Bell, Electronic Devices and Circuits, 5" Edition, Oxford University Press, 2008 ‘J

HO O Dl
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T U SOFTWARE ENGINEERING
(Effective from the academic year 2018 -2019)
SEMESTER - 111

Course Code 18CS35 CIE Marks 0

Number of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 03
CREDITS -3

Course Learning Objectives: This course (18CS35) will enable students to-

* Outline software engineering principles and activities involved in building large software

engineers.
* Explain the fundamentals of object oriented concepts
* Describe the process of requirements gathering, requirements classification, requirements

apply design patterns.
* Discuss the distinctions between validation testing and defect testing.
Recognize the importance of software maintenance and describe the intricacies involved in

software quality standards and outline the practices involved.

specification and requirements validation. Differentiate system models, use UML diagrams and

programs.Identify ethical and professional issues and explain why they are of concern to software

software evolution.Apply estimation techniques, schedule project activities and compute pricing.
* Identify software quality parameters and quantify software using measurements and metrics. List

Module 1 Contact
Hours

Introduction: Software Crisis, Need for Software Engineering. Professional Software | 08
Development, Software Engineering Ethics. Case Studies.

Software Processes: Models: Waterfall Model (Sec 2.1.1), Incremental Model (Sec 2.1.2)
and Spiral Model (Sec 2.1.3). Process activities.

Requirements Engineering: Requirements Engineering Processes (Chap 4). Requirements
Elicitation and Analysis (Sec 4.5). Functional and non-functional requirements (Sec 4.1). The
software Requirements Document (Sec 4.2). Requirements Specification (Sec 4.3).
Requirements validation (Sec 4.6). Requirements Management (Sec 4.7).

RBT: L1,L.2,L3

)

Module 2

What is Object orientation? What is OO development? OO Themes; Evidence for usefulness | 08
of OO development; OO modelling history. Modelling as Design technique: Modelling;
abstraction; The Three models. Introduction, Modelling Concepts and Class Modelling:
What is Object orientation? What is OO development? OO Themes: Evidence for usefulness
of OO development; OO modelling history. Modelling as Design technique: Modelling;
abstraction; The Three models. Class Modelling: Object and Class Concept; Link and
associations concepts; Generalization and Inheritance: A sample class model; Navigation of
class models;

Textbook 2; Ch 1,2,3.

RBT: L1,L2 L3

Module 3

System Models: Context models (Sec 5.1). Interaction models (Sec 5.2). Structural models | 08
(Sec 5.3). Behavioral models (Sec 5.4). Model-driven engineering (Sec 5.5).

Design and Implementation: Introduction to RUP (Sec 2.4), Design Principles (Chap 7).
Object-oriented design using the UML (Sec 7.1). Design patterns (Sec 7.2). Implementation
issues (Sec 7.3). Open source development (Sec 7.4).

RBT: L1,L2,L3




computing systems.
*__Design and analyse simple arithmetic and logical units,
Question Paper Pattern:
¢ The question paper will have ten questions.
®  Each full Question consisting of 20 marks

*  Each full question will have sub questions covering all the topics under a module.
® _ The students will have to answer 5 full questions, selecting one full question from each module.
Textbooks:
I. Carl Hamacher, Zvonko Vranesic, Safwat Zaky, Computer Organization, Sth Edition. Tata
McGraw Hill, 2002. (Listed topics only from Chapters 1, 2,4,5,6,7,8,9andl12)

[ Reference Books:
1. Wilham Stallings: Computer Organization & Architecture, 9% Edition, Pearson, 2015.

1.0.D,
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DISCRETE MATHEMATICAL STRUCTURES
(Effective from the academic year 2018 -2019)
SEMESTER - 111

- S—— T

| Course Code e 1 - - NN CIE Marks |40
| Number of Contact Hours/Weck 3oo SEEMarks 160

| Total Number of Contact Hours 140 __ | Exam Hours |03

b~ CREDITS-3 =~
+ Lourse Learning Objectives: This course (18CS36) will enable students o, g o
: * Provide theoretical foundations of computer science to perceive other courses in the programme,
! ¢ llustrate applications of discrete structures: logic, relations, functions, set theory and counting.
| *  Describe different mathematical proof techniques,

¢ lllustrate the importance of graph theory in computer science
Module 1

Hours
Fundamentals of Logic: Basic Connectives and Truth Tables, Logic Equivalence - The | 08
Laws of Logic, Logical Implication — Rules of Inference. Fundamentals of Logic contd.: The
Use of Quantifiers, Quantifiers, Definitions and the Proofs of Theorems.
Text book 1: Chapter2
RBT: L1, L2, L3
Module 2
Properties of the Integers: The Well Ordering Principle — Mathematical Induction. 08
Fundamental Principles of Counting: The Rules of Sum and Product, Permutations,
Combinations - The Binomial Theorem, Combinations with Repetition.
Text book 1: Chapterd — 4.1, Chapterl
RBT: L1, L2, L3
Module 3
Relations and Functions: Cartesian Products and Relations. Functions — Plain and One-to- | 08
One, Onto Functions. The Pigeon-hole Principle, Function Composition and Inverse
Functions.
Relations: Properties of Relations, Computer Recognition - Zero-One Matrices and Directed
Graphs, Partial Orders — Hasse Diagrams, Equivalence Relations and Partitions.
Text book 1: Chapter5 , Chapter7 - 7.1 to 7.4
RBT: L1,L2,L3
Module 4 o) I
The Principle of Inclusion and Exclusion: The Principle of Inclusion and Exclusion, | 08
Generalizations of the Principle, Derangements - Nothing is in its Right Place, Rook
Polynomials.
Recurrence Relations: First Order Linear Recurrence Relation, The Second Order Linear
Homogeneous Recurrence Relation with Constant Coefficients.
Text book 1: Chapter8 - 8.1 to 8.4, Chapter10 - 10.1, 10.2
'RBT: L1,1.2, L3
Module 5
Introduction to Graph Theory: Definitions and Examples, Sub graphs, Complements, and | 08
| Graph Isomorphism,
i| Trees: Definitions, Properties, and Examples, Routed Trees, Trees and Sorting, Weighted
| Trees and Prefix Codes
Text book 1: Chapter11 - 11.1 to 11.2 Chapteri2-12.1t0 124
RBT: L1,12,1.3 T,
Course Outcomes: The student will be able to =

L___* Use propositional and predicate logic in knowledge tepresentation and truth venfication.

—— e




EnF:_?ue_d_:f_f:;’_ R
| Software Testing: Development testing (Sec 8.1), Test-driven development (Sec 8.2), | 08
Release testing (Sec 8.3), User testing (Sec 8.4). Test Automation (Page no 212).

Software Evolution: Evolution processes (Sec 9.1). Program evolution dynamics (Sec 9.2).
Software maintenance (Sec 9.3). Legacy system management (Sec 9.4).

RBT: L1,L2, L3

Module 5 e

Project Planning: Software pricing (Sec 23.1). Plan-driven development (Sec 23.2). Project | 08
scheduling (Sec 23.3): Estimation techniques (Sec 23.5). Quality management: Software
quality (Sec 24.1). Reviews and inspections (Sec 24.3). Software measurement and metrics
(Sec 24.4). Software standards (Sec 24.2)

RBT: L1,L2,L3

Course Qutcomes: The student will be able to :

* Design a software system, component, or process to meet desired needs within realistic
constraints.

* Assess professional and ethical responsibility

* Function on multi-disciplinary teams

*  Use the techniques, skills, and modern engineering tools necessary for engineering practice

* Analyze, design, implement, verify, validate, implement, apply, and maintain software systems or
parts of software systems

Question Paper Pattern:

¢ The question paper will have ten questions.

* Each full Question consisting of 20 marks

*  There will be 2 full questions (with a maximum of four sub questions) from each module.

*  Each full question will have sub questions covering all the topics under a module.

® The students will have to answer 5 full questions, selecting one full question from each module.

Textbooks:

1. Ian Sommerville: Software Engineering, 9th Edition, Pearson Education, 2012. (Listed topics

only from Chapters 1,2,3,4, 5, 7, 8, 9, 23, and 24)
2. Michael Blaha, James Rumbaugh: Object Oriented Modelling and Design with UML,2™ Edition,

Pearson Education,2005.

Reference Books:

1. Roger S. Pressman: Software Engineering-A Practitioners approach, 7th Edition, Tata McGraw
Hill.

2. Pankaj Jalote: An Integrated Approach to Software Engineering, Wiley India
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ANALOG AND DIGITAL ELECTRONICS EXBORATOR? T
(Effective from the academic Year 2018 -2019)
SEMESTER - Iy -
40

Course Code CIE Marks ~
Number of Contacy Hours/Week mm_ 60
Total Number of Lab Contact Hours _m

This laboratory co
evaluation/tesling of
® Analog Components and circuits including Operational Amplifier, Timer, etc.
* Combinational logic circujys.
* Fip- Flops and their Operations
* Counters and registers using flip-flops,
L ]
[ ]

Synchronous and Asynchronous Sequential circyj(s.
A/D and D/A converters
Descriptions (if any):

ression, simp
Pression using §:

ster / Slave Flip-
me in HD] .



for the given the appropriate inputs.
Compile a laboratory journal which includes; aim
design equations used and desi gns, schematics
theory, results as graphs and tables, inter

. » tool/instruments/software/components used,

» program listing, procedure followed, relevant
preting and concluding the findings.

?onducl of Practical Examination:

¢ Experiment distribution

o For laboratories having only one part: Students are
the lot with equal opportunity.

o For laboratories having PART A and PART B: Stud
experiment from PART A and one ex
¢ Change of experiment
the changed part only.

* Marks Distribution (Courseed 1o change in accoradance with university regulations)
a) For laboratories having only one part - Procedure + Execution + Viva-Voce: 15+70+15 =

100 Marks

allowed to pick one experiment from

ents are allowed Lo pick one
periment from PART B, with equal opportunity.
is allowed only once and marks allotted for procedure to be made zero of

b) For laboratories having PART A and PART B
i. Part A - Procedure + Execution + Viva= 6+ 28 + 6 = 40 Marks
ii. Part B - Procedure + Execution + Viva=9 +42 + 9= 60 Marks

H.Q.%0,
L 3 .. oot ok . ] "‘“""\QR
eafe i L0 ’ ﬂﬁﬁ
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' 'f))\"]"A'§1‘ﬁif(?f0h’E§ LABORATORY —
(Effective from the academijc year 2018 -2019)
SEMESTER - | Il

Course Code
Number of Contact Hours/Week

Total Number of Lal Contact Hours

ting of
* Asymptotic performance of algorithms.
* Linear data Structures and thejr applications such as stacks, queues and lists
Non-Linear data stru ir applications such as trees and graphs

Push an Element on (o Stack

Pop an Element from Stack
€. Demonstrate how Stack can be used to check Palindrome
d. Demonstrate Overflow and Underflow Situations on Stack
€. Display the statys of Stack
f.  Exit




6. Design, Develop and Implement a meny driven Program in C for the following operations on
Circular QUEUE of Characters (Array Implementation of Queue with maximum size MAX)

a.  Insert an Element on to Circular QUEUE
b.

¢.  Demonstrate Overflow and Underflow situations on Circular QUEUE
d.  Display the status of Circular QUEUE
€. Exit

Support the p ram with appropriate functions for each of the above o erations

Design, Develop and Implement a meny driven Program in C for the following operations on
Singly Linked List (SLL) of Student Data with the fields: UsSN, Name, Programme, Sem,
PhiNo

a. Create a SLL of N Students Data by using fron: insertion,

b. Display the stays of SLL and couny the number of nodes in it

¢.  Perform Insertion / Deletion at End of SLL

d. Perform Insertion / Deletion aq Front of SLL(Demonstralion of stack)

e. Exit
8. i P and Implemen; 3 menu driven Program in C for the following operations on
List (DLL) of Employee Dara with the fields: SSN, Name, Dept, Designation,

Sal, PhNo
Create a DLL of N Employees Data by using end insertion,
Display the status of DLL and count

Design, Develop and Implement a Program in C for he following operationson Singly
Circular Linked List ( SCLL) with header nodes
3. Represent and Evaluate 3 Polynomial P(x,y,z) = ﬁxzyzz-4y25+3x3yz+2x ¥’z-2xyz’
b. Find the sum of two polynomials POLYl(x._y.z) and POLYz(x.y.z) and store the
result in POLYSUM(x,y,z)
Support the program with appropriate functions for each of the above operations
10. Design, Develop and Implement a meny driven Program in C for the following operations on
Binary Search Tree (BST) of Integers .
a. Create a BST of N Integers: 6, 9, 5. 2,8, 15,24, 14, 7.8,5,2
b. Traverse the BST in Inorder, Preorder and Pog; Order

11. Design, Develop and Implement a Program in C for the following operations on Graph(G)
of Cities

a. Create a Graph of N cities using Adjacency Matrix.

b.  Print all the nodes reachable from 2 given starting node in a digraph using DFS/BFS

12, Given a File of N employee records with aset K of Keys (4-digit) which uniquely determine
the records in file F. Assume that file Fis maintained ip memory by a Hash Table (HT) of m
memory locations with L as the set of memory addresses (2-digit) of locations in HT. Let the
keys in K and addresses in L are Integers. Design and develop a Program in C that uses Hash
function H: K as H(K)=K mod m (remainder method), and implemeni hashing
technique to map a given key K to the address space . Resolve the collision (if any) using

linear probing. . SE
Laborator_v_(_)ulcomes: The student should be able to: _



——

L]

applications
Implement, analyze and ey

ropriate dat

distribution

©  For laboratorjes having only one part: Students are allowed 1o pick one eXperiment from
] Opportunity.

the lot with equa

©  For laboratories having PART A and PART B.: Students are allowed 1o pick one
PART A and one

experiment from

Change of experiment js allowed only once ang marks allotted for Procedure (o be mage zero of

the changed part only.

11.

BTy -T..-__T____-_h____‘-_.____.________u_
®  Analyze and Compare vartous linear and non-linear daty structures
Code, debug and demonstrate (he working nature of different types of data structures and theijr

aluate the searching and sorting algorithms
4 structure for solyip real world roblems

d) For laboratorieg having

1. Part A - Procedure + Execution + Viva=6 4 28+6=40 Marks
ii. PartB — Procedure + Executig

experiment from PART B, with equal opportunity.

PART A ang PART B

n+Viva=9+42+9=60Marks

0.0
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edit System (CBCS) and Outcome Based |
‘M -1v

Y AN STATIS
1 es)
[As per Choice it
Course Code
-\M
Course Lcarning Objectives:
s P i

Probapij;
probabjlj y

ic Probabij)j
lions, Binomija
ard deviation)-ﬂ

Y theory, Random Variables (djs

I, Poissop, €Xponentia] gpg formal djgyr
lustrative €Xamples,

crete ang contj
butiong.-

oncepts of anal Potentials 4 solve (he Problems 4

eleclromagnelic field theory,

Ulilize conformg) Lransformation and Ccomplex integ
i ion ang image proccssing.

Apply discrete anqg contj

ral arjg

Nuous probabih'ty distn’buu‘ons in analyzing (he probab:h!y models ansing jp
cnginccn’ng field.
] ake use of the Correlation apg regression analysis 1o fit a Suitable Mathemg
Statistica] data.
————2"alstica]



e Construct joint pl'()h:lhj]i!.}_f_il_i!\Lf_l‘ib_ll_ll'lllrlrhi_i_ll_l_ﬂrl_l_L_‘llAva!lil rate the validity of testing the hypothesis,

‘Question paper pattern:

L

The question paper will have ten full questions carrying equal marks.
Each full question will be for 20 marks,
There will be two full questions (with a maximum of four sub- questions) from each module.

[Sl. No. !

Title of the Book

Name of the
Author/s

’ Name of the

Publisher

l Edition and Year

| Textbooks

1

Advanced Engineering
Mathematics

E. Kreyszig

John Wiley & Sons

10" Edition.2016

L
|

2

Higher Engineering
Mathematics

B. S. Grewal

Khanna Publishers

44" Edition, 2017

Srimanta Pal et a]

Oxford University

3 I Engineering Mathematics

—_—

|
|
|

/ 3" Edition, 2016
Press

| Reference Books
. 1 Advanced Engineering
Mathematics

F. Ray Wylie, 6" Edition 1995

Louis C.Barrett

I McGraw-Hill

Prentice Hall of /

2 Introductory Methods of S.S.Sastry 4" Edition 2010
Numerical Analysis India

3 Higher Engineering B. V. Ramana I McGraw-Hill [ 11" Edition, 2010
Mathematics

4 A Text Book of Engineering N. P. Bali and ’ Laxmi Publications [ 2014
Mathematics Manish Goyal

S Advanced Engineering | Chandrika Prasad ’ Khanna 2018
Mathematics and Reena Garg Publishing, [

Web links and Video Lectures:

3. hltp://acadcmiccarlh.org/
4. VTU EDUSAT PROGRAMME - 20

1. hrlp://np[el.ac.in/courses,php?discip]inelD:f 11
2. hnp://www.class-central.com/subject/math(MOOCs)

:
i
]
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DESIGN AND ANALYSIS OF ALGORITIHMS
(Effective from the academic year 2018 -2019)
_ SEMESTER -1V

Course Code 18CS42 | ClEMarks — J40

Number of Contact Hours/Week 3:2:0 SEE Marks 60

_Total Number of Contact Hours [ 50 , Exam Hours o3
CREDITS —4 ‘ B

L‘;;;:ng_lomnfllg ()L_jectivcs: This course (18CS42) will enable students to;

*  Explain various computational problem solving techniques.
*  Apply appropriate method to solve a given problem.
®__Describe various methods of algorithm analysis.

Module 1

Contact
Hours

Introduction: What is an Algorithm? (T2:1.1), Algorithm Specification (T2:1.2), Analysis
Framework (T1:2.1), Performance Analysis: Space complexity, Time complexity (T2:1.3).
Asymptotic Notations: Big-Oh notation (0), Omega notation (), Thela notation (@), and
Little-oh notation (o), Mathematical analysis of Non-Recursive and recursive Algorithms
with Examples (T1:2.2, 2.3, 2.4). Important Problem Types: Sorting, Searching, String
processing, Graph Problems, Combinatorial Problems. Fundamental Data Structures:
Stacks, Queues, Graphs, Trees, Sets and Dictionaries. (T1:1.3,1.4).

RBT: L1, L2, L3

10

Module 2

Divide and Conquer: General method, Binary search, Recurrence equation for divide and
conquer, Finding the maximum and minimum (T2:3.1, 3.3, 3.4), Merge sort, Quick sorl

(T1:4.1, 4.2), Strassen’s maltrix multiplication (T2:3.8), Advantages and Disadvantages of
divide and conquer. Decrease and Conquer Approach: Topological Sort. (T1:5.3).

RBT: L1,L2,L3

Module 3

Greedy Method: General method, Coin Change Problem, Knapsack Problem. Job
sequencing with deadlines (T2:4.1, 4.3, 4.5). Minimum cost spanning trees: Prim's
Algorithm, Kruskal’s Algorithm (T1:9.1, 9.2). Single source shortest paths: Dijkstra's
Algorithm (T1:9.3). Optimal Tree problem: Huffman Trees and Codes (T1:9.4).
Transform and Conquer Approach: Heaps and Heap Sort (T1:6.4).

RBY: L1, 12,13

10

Module 4

Dynamic Programming: General method with Examples, Multistage Graphs (T2:5.1, 5.2).
Transitive Closure: Warshall's Algorithm, All Pairs Shortest Paths: Floyd's Algorithm,
Optimal Binary Search Trees, Knapsack problem ((T1:8.2, 8.3, 8.4), Bellman-Ford
Algorithm (T2:5.4), Travelling Sales Person problem (T2:5.9), Reliability design (T2:5.8).

RBT: L1,L2, L3

10

Module 5

Backtracking: General method (T2:7.1), N-Queens problem (T1:12.1), Sum of subsets
problem (T1:12.1), Graph coloring (T2:7.4), Hamiltonian cycles (T2:7.5). Programme and
Bound: Assignment Problem, Travelling Sales Person problem (T1:12.2), 0/1 Knapsack
problem (T2:8.2, T1:12.2): LC Programme and Bound solution (T2:8.2), FIFO Programme

and Bound solution (T2:8.2). NP-Complete and NP-Hard problems: Basic concepts, non-

10




deterministic algorithms, P, NP, NP-Complete, and ﬁﬁilﬁﬁ;ﬁ;@?ﬁ“z?ﬁj)_ I R |

RET:LLL2,L3y —_

Course OulC(':IllICE: _I_!lg_s_lg:tgggl_ V_VIH_!JC able 1o : e : w————————
*  Describe computational solution to well known problems like searching, sorting etc,
*  Estimate the computational complexity of different algorithms,

*  Devise an al orithm using appro driate desipn strategies for problem solving,
- ——_L—_*_B—QL—E\L_J__ 1 S0IvIng. e
Question Paper Pattern:

*  The question paper will have ten questions.

¢ Each full Question consisting of 20 marks
*  There will be 2 ful) questions (with a maximum of four sub questions) from each module,
®  Each full question wilj have sub questiong covering all the topics under g module,
* _The students will have to answer 5 full uestions, selecting one full uestion from each module,
Textbooks:
1. Introduction (o the Design and Analysis of Algorithms, Anany Levitin:, 2rd Edition, 2009.
Pearson.
2. Computer Algorithms/C++, Ellis Horowilz, Satraj Sahni and Rajasekaran, 2nd Edition, 2014,
Universities Presg
Reference Books:
1. Introduction (o Algorithms, Thomas H. Cormen, Charles L. Leiserson, Ronal L. Rivest, Clifford
Stein, 3rd Edition, PH]
2. Design and Anal sis of Algorithms |, S. Sridhar, Oxford (Higher Education).

———— e — e

Dept. Of Computor 7 2o ree ° F.nrlir*ﬂf:"ng
Alva's Institute of £y, & |-3-:'.z:'.u.u,,y
Mijar, MOODBIDR] - 574 225



OPERATING SYSTEMS ~———~ ———— —
(Effective from the academic year 2018 -2019)
SEMESTER - |V

Course Code | 18CS43 —{CIEMarks " Tap |
Number of Contact Hours/Week 3:0:0 SEE Marks 60
Total Number of Contact Hours 40 Exam Hours 03

CREDITS -3

[ Course Learning Objectives: This course (18CS43) will enable students lo:

* Introduce concepts and terminology used in OS

* Explain threading and multithreaded systems

¢ [lllustrate process synchronization and concept of Deadlock

* Introduce Memory and Virtua memory management, File sSystem and storage techniques

Module 1 Contact
Hours

Introduction to operating systems, System structures: What operating systems do; | 08
Computer System organization; Computer Syslem architecture; Operating System structure;
Operating  System operations; Process management; Memory Mmanagement; Storage
management; Prolection and Security; Distributed system; Special-purpose systems:
Computing environments. Operating System Services; User - Operating System inlerface;
System calls; Types of system calls; System programs: Operating system design and
implementation: Operating  System structure;  Virtual - machines: Operating  System
generation; System boot. Process Management Process concept; Process scheduling;
Operations on processes; Inter process communication

Text book 1: Chapter 1,2.1,23,24,2.5, 2.6, 2.8, 2.9, 2.10, 3.1,32,33,34
RBT: L1, 1.2, L3

Module 2

Multi-threaded Programming: Overview; Multithreading models; Thread Libraries; | 08
Threading issues. Process Scheduling: Basic concepts; Scheduling Criteria; Scheduling
Algorithms; Multiple-processor scheduling; Thread scheduling. Process Synchronization:
Synchronization: The critical section problem; Peterson’s solution; - Synchronization
hardware; Semaphores; Classical problems of synchronization: Monitors.

Text book 1: Chapter 4.1, 4.2,4.3,44,5.1,52,5.3, 5.4,5.5,6.2,6.3, 6.4, 6.5, 6.6, 6.7
RBT: L1,1.2,L3

Module 3

Deadlocks : Deadlocks; System model; Deadlock characterization; Methods for handling | 08
deadlocks; Deadlock prevention; Deadlock avoidance: Deadlock detection and recovery from
deadlock. Memory Management: Memory management slrategies: Background: Swapping;
Contiguous memory allocation; Paging; Structure of Page table; Segmentation,

Text book 1: Chapter 7, 8.1 to 8.6

RBY: L1.1.2,13

Module 4

Virtual Memory Management: Background; Demand paging; Copy-on-write; Page | 08
replacement; Allocation of frames; Thrashing. File System, Implementation of File
System: File system: File concept; Access methods; Directory structure; File system
mounting; File sharing; Protection: Implementing File System: File system structure: File
system implementation; Directory implementation; Allocation methods; Free space
management.

Text book 1: Chapter 91. To 9.6, 10.1 to 10.5

RBT: L1, L2, L3




‘Module 5 _..“_____“-——-__.________._—_._.____ ____ i -
_S_ccoud:l_n' Storage Structures, Protection: Mass storage structures; Disk structure; Disk [ 08 |
attachment; Disk scheduling; Disk management; Swap space Mmanagement. Protection: Goals
of protection, Principles of protection, Domain of prolection, Access matrix, Implementation
of access matrix, Access control, Revocation of access rights, Capability- Based systems.
Case Study: The Linux Operating System: Linux  history; Design principles; Kernel
modules; Process management; Scheduling; Memory Management: File Systems, Input and
output; Inter-process communication,
Text book 1: Chapter 12.1 to 12.6, 21.1 t0 21.9
RBT: L1, L2, L3
Course Outcomes: The student will be able o
* Demonstrate need for OS and different types of OS
® Apply suitable techniques for management of different resources
*  Use processor, memor
*__Realize the differen
Question Paper Pattern:
* The question Paper will have ten questions.
* Each full Question consisting of 20 marks
There will be 2 ful] questions (with a maxi

Textbooks:
1. Abraham Silberschaiz i Operating System Principles 7% edition,
Wiley-India, 2006
Reference Books:
1. Ann McHoes Ida M Fylnn, Understanding Operating System, Cengage Learning, 6th Edition
2. DM Dhamdhere, Operating Systems: A Concept Based Approach 3rd Ed, McGraw- Hill, 2013.
3. P.C.P. Bhatt, An Introduction to Operating Systems: Concepts and Practlice 4th Edition,

4. William Stallings Operatingégslcms: Internals and Design Princi les, 6th Edition, Pearson.

0.0,
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(Effective from the academic year 2018 -201] 9)
SEMESTER - IV

MICROCONTROLLER AND EMBEDDED SYSTEMS

Course Code 18CS44 CIE Marks 40 i
Number of Contact Hours/Week 3:0:0 SEE Marks 60 B
Total Number of Contact Hours 40 Exam Hours {03

CREDITS -3

Course Learning Objectives: This course (18CS44) will enable students 10:

methods and attributes of an embedded system.
* Program ARM controller using the various instructions
* Identify the applicability of the embedded system
® Comprehend the real time operating system used for the embedded system

* Understand the fundamentals of ARM based systems, basic hardware components, selection

Module 1

Contact
Hours

Microprocessors versus Microcontrollers, ARM Embedded Systems: The RISC design
philosophy, The ARM Design Philosophy, Embedded System Hardware, Embedded System
Software.

ARM Processor Fundamentals: Registers, Current Program Status Register, Pipeline,
Exceptions, Interrupts, and the Vector Table , Core Extensions

Text book 1: Chapter 1- 1.1 to 1.4, Chapter 2 - 2.1 to 2.5
RBT: L1, L2

08

Module 2

Introduction to the ARM Instruction Set : Data Processing Instructions , Programme
Instructions, Software Interrupt Instructions, Program Status Register Instructions,
Coprocessor Instructions, Loading Constants

ARM programming using Assembly language: Writing Assembly code, Profiling and
cycle counting, instruction scheduling, Register Allocation, Conditional Execution, Looping

Constructs

Text book 1: Chapter 3:Sections 3.1 to 3.6 ( Excluding 3.5.2), Chapter 6(Sections 6.1 to

6.6)
RBT: L1, L2

08

Module 3

Embedded System Components: Embedded Vs General computing system, History of
embedded systems, Classification of Embedded systems, Major applications areas of
embedded systems, purpose of embedded systems

Core of an Embedded System including all types of processor/controller, Memory, Sensors,
Actuators, LED, 7 segment LED display, stepper motor, Keyboard, Push button switch,
Communication Interface (onboard and external types), Embedded firmware, Other system

components.

Texi book 2:Chapter 1(Sections 1.2 to 1.6),Chapter 2(Sections 2.1 to 2.6)
RBT: L1, L2

08

Module 4

Embedded System Design Concepts: Characteristics and Quality Attributes of Embedded
Systems, Operational quality attributes ,non-operational quality attributes, Embedded

08




rg;él'ﬂi:é:}\];]hai'if;'nion and Domain specific, Hardware Software Co-Design and Program
Modelling, embedded firmware design and development

Text book 2: Chapter-3, Chapter-4, Chapter-7 (Sections 7.1,7.2 enly), Chapter-9
(Sections 9.1, 9.2, 9.3.1, 9.3.2 only)

RBT: L1, 1.2 I
Module §
RTOS and IDE for Embedded System Design: Operating System basics, Types of | 08

operating systems, Task, process and threads (Only POSIX Threads with an example
program), Thread preemption, Multiprocessing and Multitasking, Task Communication
(without any program), Task synchronization issues — Racing and Deadlock, Concept of
Binary and counting semaphores (Mutex example without any program), How to choose an
RTOS, Integration and testing of Embedded hardware and firmware, Embedded system
Development Environment — Block diagram (excluding Keil), Disassembler/decompiler,
simulator, emulator and debugging techniques, target hardware debugging, boundary scan.

Text book 2: Chapter-10 (Sections 10.1, 10.2, 10.3, 10.4 , 10.7, 10.8.1.1, 10.8.1.2, 10.8.2.2,
10.10 only), Chapter 12, Chapter-13 ( block diagram before 13.1, 13.3, 13.4, 13.5, 13.6
only)
RBT: L1, L2
Course Outcomes: The student will be able 10 :

& Describe the architectural features and instructions of ARM microcontroller

® Apply the knowledge gained for Programming ARM for different applications.

¢ Interface external devices and /0 with ARM microcontroller.

® Interpret the basic hardware components and their selection method based on the characteristics

and attributes of an embedded system,
¢ Develop the hardware /software co-desi gn and firmware design approaches.
* Demonstrate the need of real time operaling system for embedded system applications

Question Paper Pattern:

* The question paper will have ten questions,

*  Each full Question consisting of 20 marks

* There will be 2 full questions (with a maximum of four sub questions) from each module.

* Each full question will have sub questions covering all the topics under a module.

* __The students will have 1o answer 5 full questions, selecting one full question from each module.

Texthooks:

1. Andrew N Sloss, Dominic Symes and Chris Wright, ARM system developers guide, Elsevier,
Morgan Kaufman publishers, 2008.

2: S'E:jibu KV, “Introduction to Embedded Systems”, Tata McGraw Hill Education, Private Limited,
2" Edition.

Reference Books:
1. Raghunandan..G.H, Microcontroller (ARM) and Embedded System, Cengage learning
Publication,2019
2. The Insider’s Guide to the ARM?7 Based Microcontrollers, Hitex Ltd.,1st edition, 2005,
3. Steve Furber, ARM System-on-Chip Architecture, Second Edition, Pearson, 2015.
4. Raj Kamal, Embedded System, Tata McGraw-Hill Publishers, 2nd Edition, 2008.

.OLD. o
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OBJECT ORIENTED CONCEPTS
(Effective from the academic year 2018 -2019)
SEMESTER — 1V

Course Code 18CS45 CIE Marks 40

Nuniber of Contact Hours/Week 3:0:0 SEE Marks 60

Total Number of Contact Hours 40 Exam Hours 03 ]
CREDITS -3 B

Course Learning Objectives: This course (18CS45) will enable students to:
* Learn fundamental features of object oriented language and JAV A
* SetupJava JDK environment (o create, debug and run simple Java programs.
® Create multi-threaded programs and event handling mechanisms.
¢ _Introduce event driven Graphical User Interface (GUID) programming using applets and swings,

Module 1 Contact
Hours
Introduction to Object Oriented Concepts: 08

A Review of structures, Procedure-Oriented Programming system, Object Oriented
Programming System, Comparison of Object Oriented Language with C, Console 1/O,
variables and reference variables, Function Prototyping, Function Overloading. Class and
Objects: Introduction, member functions and data, objects and functions.
Text book 1: Ch 1: 1.1 t0 1.9 Ch 2:2.1t023
RBT: L1, L2

Module 2

Class and Objects (contd): 08
Objects and arrays, Namespaces, Nested classes, Constructors, Destructors.

Introduction to Java: Java’s magic: the Byte code; Java Development Kit (JDK); the Java
Buzzwords, Object-oriented programming; Simple Java programs. Data types, variables and
arrays, Operators, Control Statements.
Text book 1:Ch 2: 2.4 to 2.6Ch 4: 4.1 to 4.2
Text book 2: Ch:1 Ch: 2 Ch:3 Ch:4 Ch:s
RBT: L1, L.2
Module 3
Classes, Inheritance,Exception Handling: Classes: Classes fundamentals; Declaring | 08
objects; Constructors, this keyword, garbage collection. Inheritance: inheritance basics,
using super, creating multi level hierarchy, method overriding. Exception handling:
Exception handling in Java.
Text book 2: Ch:6 Ch: 8 Ch:10
RBT: L1,L2,1.3
Module 4

Packages and Interfaces:Packages, Access Protection,Importing Packages. Interfaces. 08
Multi Threaded Programming:Multi Threaded Programming: What are threads? How to
make the classes threadable : Extending threads:; Implementing runnable; Synchronization:
Changing state of the thread; Bounded buffer problems, producer consumer problems.
Text book 2: CH: 9 Ch 11:

RBT: L1,L2, L3
Module 5
Event Handling: Two event handling mechanisms; The delegation event model; Event | 08
classes; Sources of events; Event listener interfaces: Using the delegation event model;
Adapter classes; Inner classes.




"S“"i:ié.é:_ n\wmg: C The T\I‘Egiﬁg of 9\\;;;157 T]V\:)ﬁl\::_y?\;lll-g,__r(-:-:ll_l:rrz%l—r:])?)_n?:;l?s “and
Contamers; The Swing Packages; A simple Swing Application; Create a Swing Applet;
Tabel and Imagelcon; JTextField:The Swing Buttons: JTabbedpane; JScrollPane: IList;
JComboBox; JTable.
Text book 2: Ch 22: Ch: 29 Ch: 30
RBT: L1, L2, L3
Course OQutcomes: The student will be able to ;
® Explain the object-oriented conceplts and JAVA,
* Develop computer programs to solve real world problems in Java.
* Develop simple GUI interfaces for 2 compuler program to interact with users, and to understand
the event-based GUI handling principles using swings,
Question Paper Pattern:
* The question paper will have ten questions.
*  Each full Question consisting of 20 marks
There will be 2 full questions (with a maximum of four sub questions) from each module.
¢ Each full question will have sub questions covering all the lopics under a module.
® _The students will have (o answer 5 full questions, selecting one full question from each module,
Textbooks:
1. Sourav Sahay, Object Oriented Programming with C++ , 2nd Ed, Oxford University Press,2006
2. Herbert Schildt, Java The Complete Reference, 7th Edition, Tata McGraw Hill, 2007,

Reference Books:
1. Mahesh Bhave and Sunil Patekar, "Programming with Java", First Edition, Pearson
Education,2008, ISBN:9788131720806
2. Herbert Schildt, The Complete Reference C++, 4th  Edition, Tata McGraw Hill, 2003.
3. Stanley B.Lippmann, Josee Lajore, C++ Primer, 4th Edition, Pearson Education, 2005.
4. Rajkumar Buyya,S Thamarasi selvi, xingchen chu, Object oriented Programming with java, Tata
McGraw Hill education private limited.
5. Richard A Johnson, Introduction to Java Programming and OOAD, CENGAGE Learning.
6. E Balagurusamy, Programming with Java A primer, Tata McGraw Hill companies.
Mandatory Note: Every institute shall organize bridge course on C++, either in the vacation orin
the beginning of even semester for a minimum period of ten days (2hrs/day). Maintain a copy of the
report for verification during LIC visit.
Faculty can utilize open source tools to make teaching and learning more interactive.
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" DATA COMM UNICATION
(Effective from the academic year 2018 -201 9)
SEMESTER - | \%

N ——————

 CIE Marks

‘Course Cade
SEE Marks

E\_'l_l_nl!ggli of Contact Hours/Weck
| Total Number of Contact Hours
——————n2¢er of Contact Hours

ypes of computer networks;
m Access Control Protocols for reljable and noisy channels.

Impairment, Data Rate limits, Performance,
Textbook1: Ch 1.1to0 1.5, 2.1 t02.3,3.1,3.3 ¢ 3.6

RBT: L1, 12

Digital Transmission: Digital o digital conversion {Only Line coding: Polar, Bipolar and

Manchester coding),
Physical Layer-2: Analog (o digital conversion (only PCM), Transmission Modes,

Analog Transmission: Digital to analog conversion.
Textbook1: Ch 4.1104.3,5.1
RBT: L1, L2

Bandwidth Utilization: M
Switching: Introduct;

ata lj * DLC services, Data link layer protocols, Point to Point protocol (Framing,
Transition phases only).
Media Access control: Random Access, Controlled Access and Channelization,
Introduction o Data-Link Layer: Introduction, Link-Layer Addressing, ARP
IPv4 Addressing and subnetting: Classfy) and CIDR addressing, DHCP, NAT

Textbookl: Ch 9.1,9.2,11.1, 11.2 114, 12.1 (o 12.3,18.4

RBT: L1, L2
Module 5°

Wired 1LANs Ethernet: Ethernet Protocol, Standard Ethernet, Fagt Ethernet, Gigabit

Ethernet and 10 Gigabit Ethernet,

Wireless ILANs: Introduction, IEEE 802.11 Project and Bluetooth. '

Other wireless Ne tworks: Cellular Telephon



[ Textbookl: Ch 13.1 (o 135, 15.1 fo 15.3,16.2
RBT: L1, L2

Course Outcomes: The student will be able (o :
e Explain the various components of data communicalion.
* Explain the fundamentals of digital communication and swilching,
¢ Compare and contrast data link layer protocols.
® _Summarize IEEE 802.xx standards
[ Question Paper Pattern:
*  The question paper will have ten questions.
e FEach full Question consisting of 20 marks
®  There will be 2 ful questions (with a maximum of four sub questions) from each module,
Each full question will have sub qQuestions covering all the topics under a module.
* _The students will have (o answer 5 [ull questions, selecting one full question from each module.

| Textbooks:
1. Behrouz A. Forouzan, Data Communications and Networking SE, 5" Edition, Tata McGraw-Hill,
2013.
Reference Books: ]

1. Alberto Leon-Garcia and Indra Widjaja: Communication Networks - Fundamental Concepts and
Key architectures, 2nd Edition Tata McGraw-Hill, 2004,

2. William Suallings: Data and Computer Communication, 8th Edition, Pearson Education, 2007.

3. Larry L. Peterson and Bruce S. Davie: Computer Networks — A Systems Approach, 4th Edition,

Elsevier, 2007.
4. Nader F. Mir: Computer and Communication Networks, Pearson Education, 2007.
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DESIGN AND ANALYSIS OF ALGORITHMS LABORATORY

(Effective from the academic year 2018 -2019)

o CSEMESTER-IV
Course Code  [18CSL47 | CiEMarks |40
‘Number of Contact Hours/Week [ 0:2:2 SEE Marks 60
“Total Number of Lab Contact Hours {36 Exam Hours | 03

S  Credits - 2

| S._‘g_l_ll.‘.\'t: Learning Objectives: This course (18CS1L.47) will enable students to:
' * Design and implement various algorithms in JAVA

* Employ various design strategies for problem solving.

® Measure and compare the performance of different algorithms.

Descriptions (if any):

* Design, develop, and implement the specified algorithms for the following problems using Java
language under LINUX /Windows environment. Netbeans / Eclipse or Intellijldea Community
Edition IDE tool can be used for development and demonstration.

¢ Installation procedure of the required software must be demonstrated, carried out in
groups and documented in the journal.

Programs List:

1.

a. | Create a Java class called Student with the following details as variables within it.

(i) USN

(i1) Name

(111) Programme

(iv) Phone
Write a Java program to create nStudent objects and print the USN, Name, Programme, and
Phoneof these objects with suitable headings.
b. | Wrile a Java program lo implement the Stack using arrays. Write Push(), Pop(), and
Display() methods to demonstrate its working.

(]

a. | Design a superclass called Staff with details as Staffld, Name, Phone, Salary. Extend this
class by writing three subclasses namely Teaching (domain, publications), Technical
(skills), and Contract (period). Write a Java program (o read and display at least 3 staff
objecls of all three categories.

b. | Write a Java class called Customer to store their name and date_of_birth. The date_of_birth
format should be dd/mm/yyyy. Write methods to read customer data as <name,
dd/mm/yyyy> and display as <name, dd, mm, yyyy> using StringTokenizer class
considering the delimiter character as */”.

a. | Wrile a Java program (o read (wo integers a andb. Compute a/b and print, when b is not zero.
Raise an exception when b is equal to zero.

b. | Write a Java program that implements a multi-thread application that has three threads. First
thread generates a random integer for every | second; second thread computes the square of
the number andprints; third thread will print the value of cube of the number.

4, Sort a given set of n integer elements using Quick Sort method and compute its time
complexity. Run the program for varied values of n> 5000 and record the time taken to sort.
Plot a graph of the time taken versus non graph sheet. The elements can be read from a file
or can be generaled using the random number generator. Demonstrate using Java how the
divide-and-conquer method works along with its time complexity analysis: worst case,
_| average case and best case.

Sort_a given sct of n integer clements using Merge Sort method and compute its time

=




complexity. Run the program for varied values of n> 5000, and record the time taken to
sort. Plot a graph of the time taken versus non graph sheet. The elements can be read from a
file or can be generated using the random number generator. Demonstrate using Java how
the divide-and-conquer method works along with its time complexity analysis: wors( case,
average case and best case.

6. Implement in Java, the 0/1 Knapsack problem using (a) Dynamic Programming method (b)
Greedy method.

78 From a given vertex in a weighted connected graph, find shortest paths 1o other vertices
using Dijkstra's algorithm. Write the program in Java.

S. Find Minimum Cost Spanning Tree of a given connected undirected graph using
Kruskal'salgorithm. Use Union-Find algorithms in your program

9. Find Minimum Cost Spanning Tree of a given connected undirected graph using
Prim’'s algorithm.

10. Wnle Java programs to
(a) Implement All-Pairs Shortest Paths problem using Floyd's algorithm.
(b) Implement Travelling Sales Person problem using Dynamic programming.

1. Design and implement in Java to find a subset of a given set S = {S], S2......,.Sn) of n
positive integers whose SUM is equal to a given positive integer d. For example, if S ={1, 2,
5, 6, 8} and d= 9, there are two solutions (1,2,6)and {1,8). Display a suitable message, if
the given problem instance doesn't have a solution.

12. Design and implement in Java to find all Hamiltonian Cycles in a connected undirected
Graph G of n vertices using backtracking principle.

Laboratory Outcomes: The student should be able to:

* Design algorithms using appropriate design techniques (brute-force, greedy, dynamic
programmung, etc.)

* Implement a variety of algorithms such assorting, graph related, combinatorial, etc., in a high
level language.

* Analyze and compare the performance of algorithms using language features.

* Apply and implement learned algorithm design techniques and data structuresto solve real-world
problems.

Conduct of Practical Examination:

* Experiment distribution
o For laborat~ries having only one part: Students are allowed to pick one experiment from
the lot with equal opportunity.
o For laboratories having PART A and PART B: Students are allowed to pick one
experiment from PART A and one experiment from PART B, with equal opportunity.
* Change of experiment is allowed only once and marks allotted for procedure to be made zero of
the changed part only.
* Marks Distribution (Courseed to change in accoradance with university regulations)
¢) For laboratories having only one part — Procedure + Execution + Viva-Voce: 15+70+15 =
100 Marks
f) For laboratories having PART A and PART B
1. Part A - Procedure + Execution + Viva= 6 + 28 + 6 = 40 Marks
1. _Part B — Procedure + Execution + Viva =9 + 42 + 9 = 60 Marks
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T MICROCONTROLLER AND EMBEDDED SYSTEMS LABORATORY
(Effective from the academic year 2018 -2019)
SEMESTER - 1V

Course Code 18CSL48 CIE Marks 40 )
Number of Cor*act Hours/Week 0:2:2 SEE Marks 60
Total Number of Lab Contact Hours 36 Exam Hours 03

Credits — 2

Course Learning Objectives: This course (18CSL48) will enable students Lo:

e Develop and test Program using ARM7TDMI/LPC2148
e Conduct the experiments on an ARM7TDMI/LPC2148 evaluation board using evaluation version
of Embedded 'C' & Keil Uvision-4 tool/compiler.

Descriptions (if any):

Programs List:

PART A Conduct the following experiments by writing program using ARM7TDMV/LPC2148 using an
evaluation board/simulator and the required software tool.

1. | Write a program to multiply two 16 bit binary numbers.

Write a program to find the sum of first 10 integer numbers.

Write a program (o find factorial of a number.

Write a program to add an array of 16 bit numbers and store the 32 bit result in internal RAM

Write a program 1o find the largest/smallest number in an array of 32 numbers .

3
4.
5. | Write a program to find the square of a number (1 to 10) using look-up table.
6
7

Write a program (o arrange a series of 32 bit numbers in ascending/descending order.

8. | Write a program to count the number of ones and zeros in two consecutive memory locations.

PART —B Conduct the following experiments on an ARM7TDMI/LPC2148 evaluation board using
evaluation version of Embedded 'C' & Keil Uvision-4 tool/compiler.

9. | Display “Hello World” message using Internal UART.

10. | Interface and Control a DC Motor.

11. | Interface a Stepper motor and rotate it in clockwise and anti-clockwise direction.

12. | Determine Digital output for a given Analog input using Internal ADC of ARM controller.

13. | Interface a DAC and generate Triangular and Square waveforms.

14. | Interface a 4x4 keyboard and display the key code on an LCD.

15. | Demonstrate the use of an external interrupt to toggle an LED On/Off.

16. | Display the Hex digits 0 toFon a 7-segment LED interface, with an appropriate delay in between

Laboratory Outcomes: The student should be able to:

e Develop and test program using ARM7TDMI/LPC2148
e Conduct the following experiments on an ARM7TDMV/LPC2148 evaluation board using
evaluation version of Embedded 'C' & Keil Uvision-4 tool/compiler.

Conduct of Practical Examination:

e Experiment distribution
o For laboratories having only one parl: Students are allowed to pick one experiment from

the lot with equal opportunity.
o For laboratories having PART A and PART B: Students are allowed to pick one
experiment from PART A and one experiment from PART B, with equal opportunity.
e Change of experiment is allowed only once and marks allotted for procedure to be made zero of the
changed part only.
e Marks Distribution (Courseed to change in accoradance with university regulations)

g) For laboratories having only one part — Procedure + Execution + Viva-Voce: 15470+15 =




100 Marks
h) For laboratories having PART A and PART B
i. Part A - Procedure + Execution + Viva =6 + 28 + 6 = 40 Marks
ii. Part B — Procedure + Execution + Viva= 9 + 42 + 9 = 60 Marks
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T ”I'L F(mu;mon to all F;ogrmmﬁ:-; o
Outcome Based Education (OBE) and Choice Based Credit System (CBCS)
SEMESTER -11 & III/IV

L ' Vyavaharika Kannada .
| Course Code 18K VK28/39/49

LTe:xching Hours/Week (L:T:P) (0:2:0) CIE Marks 100

[ Credits 0l

Course Learning Objectives:
The course will enable the students to understand Kannada and communicate in Kannada language.

Table of Contents:
Chapter - 1: Vyavaharika kannada — Parichaya (Introduction to Vyavaharika Kannada).

Chapter - 2: Kannada Aksharamale haagu uchcharane ( Kannada Alpabets and Pronunciation).
Chapter - 3: Sambhashanegaagi Kannada Padagalu (Kannada Vocabulary for Communication).
Chapter - 4: Kannada Grammar in Conversations (Sambhashaneyalli Kannada Vyakarana).

Chapter - 5: Activities in Kannada,

Course Qutcomes:
At the end of the course, the student will be able 1o understand Kannada and communicate in Kannada

language.
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"B.E. (.mnmon to all I’rogmmmcs .
Outcome Based Education (OBE) and Choice Based Credit System (CBCS)
————— SEMESTER -1/ 11/ 8%
Aadalitha Kannada

Coursc Code "'_‘—_—_"W\]\—T————“——-—m

Credits

Teaching Hours/Week (L:T:P) (0:2:0) CIE Marks
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