ENGINEERING MATHEMATICS-IV
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15MAT41 IA Marks 2

0

Number of Lecture Hours/Week 04 Exam Marks

80

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS - 04

Course objectivesThis course will enable students to

Formulate, solve and analyze engineering problems.

Apply numerical methods to solve ordinary diffeiahéquations.
Apply finite difference method to solve partialfdifential equations.
Perform complex analysis.

Interpret use of sampling theory.

Apply joint probability distribution and stochaspeocess.

Module 1

Teaching
Hours

Numerical Methods: Numerical solution of ordinary differential equatgoof first order
and first degree, Picard’s method, Taylor's senesthod, modified Euler's metho
Runge-Kutta method of fourth order. Milne’'s and AdaBashforth predictor an
corrector methods (No derivations of formulae). Muical solution of simultaneous fir
order ordinary differential equations, Picard’s hwet, Runge-Kutta method of four
order

10 Hours

Module 2

Numerical Methods: Numerical solution of second order ordinary difetial equations
Picard’'s method, Runge-Kutta method and Milne’shodtSpecial Functions:Bessel's
functions- basic properties, recurrence relatianjogonality and generating functiorn
Legendre’s functions - Legendre’s polynomial, Rguk’s formula, problems.

, 10 Hours

S.

Module 3

Complex Variables: Function of a complex variable, limits, continyitifferentiability,.
Analytic functions-Cauchy-Riemann equations in €sign and polar forms. Properti
and construction of analytic functions. Complexelimtegrals-Cauchy’s theorem a
Cauchy’s integral formula, Residue, poles, CauctBésidue theorem with proof ar
problems. Transformations: Conformal  transformations, discussion
transformationsy = z%,w = e?,w = z + (a?/z) and bilinear transformations.

10 Hours
es
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Module 4

Probability Distributions: Random variables (discrete and continuous), piibtyal
functions. Poisson distributiongeometric distribution, uniform distribution, expntial
and normal distributions, Problem3oint probability distribution: Joint Probability|
distribution for two variables, expectation, coeade, correlation coefficient.

D 10 Hours

Module 5

Sampling Theory: Sampling, Sampling distributions, standard ertest of hypothesi
for means and proportions, confidence limits forange student’s t-distribution, Ch
square distribution as a test of goodness ofStibchastic processStochastic process
probability vector, stochastic matrices, fixed gsjrregular stochastic matrices, Mark

510 Hours
i

Py

oV

chains, higher transition probability.




Course OutcomesAfter studying this course, students will be alole t

» Use appropriate numerical methods to solve firdtsacond order ordinary differential
equations.

» Use Bessel's and Legendre's function which ofteseswhen a problem possesses axial and
spherical symmetry, such as in quantum mecharmstyemagnetic theory, hydrodynamicsg
and heat conduction.

» State and prove Cauchy’s theorem and its conseqaencluding Cauchy's integral formulg.

» Compute residues and apply the residue theoreweloae integrals.

* Analyze, interpret, and evaluate scientific hypsteeand theories using rigorous statistical
methods.

Graduate Attributes

* Engineering Knowledge

* Problem Analysis

» Life-Long Learning

» Conduct Investigations of Complex Problems

Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questiaedecting one full question from each module|
Text Books:

1. B.V.Ramana "Higher Engineering Mathematics" Tata@vkow-Hill, 2006.

2. B. S. Grewal,” Higher Engineering Mathematics”, iKha publishers, A4%edition, 2013.
Reference Books:

1. N P Bali and Manish Goyal, "A text book of Eng@ming mathematics” , Laxmi
publications, latest edition.

2. Kreyszig, "Advanced Engineering Mathematics "9th edition, Wiley, 2013.

3. H. K Dass and Er. RajnishVerma, "Higher Engineeriigthematics”, S. Chand} kd,
2011.




SOFTWARE ENGINEERING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CS42 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives:This course will enable students to

Outline software engineering principles and adgeiinvolved in building large software
programs.

Identify ethical and professional issues and erphdiy they are of concern to software
engineers.

Describe the process of requirements gatheringjneagents classification, requirements
specification and requirements validation.

Differentiate system models, use UML diagrams gulyadesign patterns.

Discuss the distinctions between validation teséind defect testing.

Recognize the importance of software maintenandelascribe the intricacies involved in
software evolution.

Apply estimation techniques, schedule project &&b/and compute pricing.

Identify software quality parameters and quantdftware using measurements and metrics.
List software quality standards and outline thecficas involved.

Recognize the need for agile software developnusEsgribe agile methods, apply agile
practices and plan for agility.

Module 1 Teaching

Hours

Introduction : Software Crisis, Need for Software Engineeringof€ssional Softwaré 12 Hours
Development, Software Engineering Ethics. Casei&tud

Software ProcessesModels: Waterfall Model(Sec 2.1.1) Incremental ModelSec
2.1.2)and Spiral Mode{Sec 2.1.3)Process activities.

Requirements Engineering Requirements Engineering Process@Shap 4).
Requirements Elicitation and Analysi€Sec 4.5). Functional and non-functiona
requirementgSec 4.1) The software Requirements DocuméBec 4.2) Requirements
Specification(Sec 4.3) Requirements validatiofSec 4.6) Requirements Management
(Sec 4.7)

Module 2

System Model: Context modelgSec 5.). Interaction modelg¢Sec 5.). Structurall 11 Hours
models(Sec 5.3) Behavioral modeléSec 5.4) Model-driven engineerin@ec 5.5)
Design and Implementation Introduction to RURSec 2.4) Design PrinciplegChap
17). Object-oriented design using the UMISec 7.1) Design patterngSec 7.2)
Implementation issugSec 7.3) Open source developmdi@ec 7.4)

Module 3

Software Testin¢ Development testingSec 8.1, Test-driven developmer{Bec 8.2, | 9 Hours
Release testingSec 8.3) User testingSec 8.4) Test Automatiorn(Page no42, 70,212,
231,444,695).

Software Evolution: Evolution processegSec 9.1) Program evolution dynamid$Sec




9.2). Software maintenang¢&ec 9.). Legacy system managemé€8ec 9.). \

Module 4

Project Planning: Software pricing(Sec 23.). Plan-driven developmer({Sec 23.). | 10 Hours
Project schedulingSec 23.3) Estimation techniqueSec 23.5) Quality management
Software qualitySec 24.1) Reviews and inspectiorfSec 24.3) Software measurement
and metric§Sec 24.4)Software standard$ec 24.2)

Module 5
Agile Software Development Coping with ChanggSec 2.), The Agile Manifesto] 8 Hours
Values and Principles. Agile methods: SCRUM (REfi¢ SCRUM Primer, Ver 2.0
and Extreme Programmir{@ec 3.3) Plan-driven and agile developmé8ec 3.2) Agile
project managemeiiSec 3.4), Scaling agile method$ec 3.5)

Course OutcomesAfter studying this course, students will be alole t

» Design a software system, component, or procesetd desired needs within realistic
constraints.
» Assess professional and ethical responsibility
* Function on multi-disciplinary teams
» Use the techniques, skills, and modern engine¢oiolg necessary for engineering practice
* Analyze, design, implement, verify, validate, implknt, apply, and maintain software
systems or parts of software systems
Graduate Attributes
* Project Management and Finance
» Conduct Investigations of Complex Problems
* Modern Tool Usage
* Ethics
Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questiaedecting one full question from each module|
Text Books:
1. lan Sommerville: Software Engineering, 9th EditiBearson Education, 2012.
(Listed topics only from Chapters 1,2,3,4, 5, W83, and 24)
2. The SCRUM Primer, Ver 2.0ittp://www.goodagile.com/scrumprimer/scrumprimep2id.
Reference Books:
1. Roger S. Pressman: Software Engineering-A Pracéit®approach, 7th Edition, Tata
McGraw Hill.
2. Pankaj Jalote: An Integrated Approach to Softwargikeering, Wiley India
Web Reference for eBooks on Agile:
1. http://agilemanifesto.org/

2. http://www.jamesshore.com/Agile-Book/




DESIGN AND ANALYSIS OF ALGORITHMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CS43 IA Marks 2

0

Number of Lecture Hours/Week 04 Exam Marks

80

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS - 04

Course objectivesThis course will enable students to

Explain various computational problem solving tagles.
Apply appropriate method to solve a given problem.
Describe various methods of algorithm analysis.

Module 1

Teaching
Hours

Introduction: What is an Algorithm?(T2:1.1), Algorithm Specification(T2:1.2),
Analysis Framework(T1:2.1), Performance Analysis Space complexity, Time
complexity(T2:1.3). Asymptotic Notations: Big-Oh notation Q©), Omega notationc),
Theta notation @), and Little-oh notationd), Mathematical analysis of Non-Recursiv
and recursive Algorithms with ExampléEL:2.2, 2.3, 2.4)Important Problem Types:
Sorting, Searching, String processing, Graph Proble Combinatorial Problems

Fundamental Data Structures: Stacks, Queues, Graphs, Trees, Sets and Dictignar

(T1:1.3,1.4)

10 Hours

e

e

Module 2

Divide and Conquer: General method, Binary search, Recurrence equétiodivide
and conquer, Finding the maximum and minim{:3.1, 3.3, 3.4) Merge sort, Quick
sort (T1:4.1, 4.2) Strassen’s matrix multiplication(T2:3.8), Advantages and
Disadvantages of divide and conqueecrease and Conquer ApproachTopological
Sort.(T1:5.3)

10 Hours

Module 3

Greedy Method: General method, Coin Change Problem, Knapsack &rgblob
sequencing with deadling32:4.1, 4.3, 4.5).Minimum cost spanning trees: Prim’'s
Algorithm, Kruskal's Algorithm(T1:9.1, 9.2) Single source shortest pathsbijkstra's
Algorithm (T1:9.3). Optimal Tree problem: Huffman Trees and Coded1:9.4).
Transform and Conquer Approach: Heaps and Heap Sdit1:6.4).

10 Hours

Module 4

Dynamic Programming: General method with Examples, Multistage GrafpFz5.1,
5.2). Transitive Closure: Warshall's Algorithm,All Pairs Shortest Paths: Floyd's
Algorithm, Optimal Binary Search Trees, Knapsaclobtem ((T1:8.2, 8.3, 8.4)
Bellman-Ford Algorithm(T2:5.4), Travelling Sales Person probléi2:5.9), Reliability
design(T2:5.8).

10 Hours

Module 5

Backtracking: General methodT2:7.1), N-Queens probler(ir1:12.1), Sum of subsets
problem(T1:12.1), Graph coloringT2:7.4), Hamiltonian cycle¢T2:7.5). Branch and
Bound: Assignment Problem, Travelling Sales Person probl@rt:12.2), 0/1
Knapsack problem (T2:8.2, T1:12.2):LC Branch and Bound solutidit2:8.2), FIFO

Branch and Bound solutiofir2:8.2). NP-Complete and NP-Hard problems:Basic

10 Hours




concepts, non-deterministic algorithms, P, NP, Na@lete, and NP-Hard classgs
(T2:11.1).

Course OutcomesAfter studying this course, students will be alole t

» Describe computational solution to well known pesh like searching, sorting etc.
» Estimate the computational complexity of differalgorithms.
» Devise an algorithm using appropriate design sirasefor problem solving.

Graduate Attributes

* Engineering Knowledge

* Problem Analysis

» Design/Development of Solutions

» Conduct Investigations of Complex Problems
» Life-Long Learning

Question paper pattern:

The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@edecting one full question from each module|.

Text Books:

T1. Introduction to the Design and Analysis of Algonits, Anany Levitin:, 2rd Edition, 2009
Pearson.

T2. Computer Algorithms/C++, Ellis Horowitz, Satraj $aland Rajasekaran, 2nd Edition, 20
Universities Press

).

14,

Reference Books:

1. Introduction to Algorithms, Thomas H. Cormen, CharE. Leiserson, Ronal L. Rivest,
Clifford Stein, 3rd Edition, PHI

2. Design and Analysis of Algorithms , S. Sridhar, Quxf (Higher Education)




MICROPROCESSORS AND MICROCONTROLLERS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CS44 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectivesThis course will enable students to

Expose architecture of 8086 microprocessor and AfRbddessor
Familiarize instruction set of ARM processor

Make familiar with importance and applications dEraprocessors and microcontrollers

Module 1

Teaching
Hours

The x86 microprocessor: Brief history of the x86 family, Inside the 8088/§
Introduction to assembly programming, IntroductionProgram Segments, The Sta
Flag register, x86 Addressing Modésssembly language programmingDirectives &
a Sample Program, Assemble, Link & Run a prograrmardvSample programs, Contf
Transfer Instructions, Data Types and Data Deéniti Full Segment Definition
Flowcharts and Pseudo code.

Text book 1: Ch 1: 1.1 t0 1.7, Ch 2: 2.1to 2.7

610 Hours
ck,

ol

Module 2

x86: Instructions sets descriptiorithmetic and logic instructions and programs:

Unsigned Addition and Subtraction, Unsigned Muitiation and Division, Logig
Instructions, BCD and ASCII conversion, Rotate fastions.INT 21H and INT 10H

Programming : Bios INT 10H Programming , DOS Interrupt 2118088/86 Interrupts
x86 PC and Interrupt Assignment.

Text book 1: Ch 3: 3.1t03.5,Ch 4: 4.1, 4.2 Chtgy 14: 14.1 and 14.2

10 Hours

Module 3

Signed Numbers and Strings Signed number Arithmetic Operations, String opersi
Memory and Memory interfacing: Memory address decodindata integrity in RAM
and ROM, 16-bit memory interfacing255 I/O programming: /O addresses MAP g
x86 PC’s, programming and interfacing the 8255.

Text book 1: Ch 6: 6.1, 6.2. Ch 10: 10.2, 10.4, 50Ch 11: 11.1to 11.4

10 Hours

Module 4

Microprocessors versus MicrocontrolleisRM Embedded Systems The RISC desigr
philosophy, The ARM Design Philosophigmbedded System HardwarEmbedded
System SoftwareARM Processor Fundamentals :Registers Current Program Staty
Register , Pipeline, Exceptions, Interrupts, ard\bctor Table Core Extensions

1 10 Hours

Text book 2:Ch 1:1.1t01.4,Ch 2:2.1t0 2.5

Module 5

Introduction to the ARM Instruction Set : Data Processing InstructionsBranch
Instructions, Software Interrupt InstructionBrogram Status Register Instructio
Coprocessor Instructionspading Constants, Simple programming exercises.

Text book 2: Ch 3:3.1 to 3.6 ( Excluding 3.5.2)

10 Hours
ns,

Course OutcomesAfter studying this course, students will be alole t




» Differentiate between microprocessors and micraotlets
» Design and develop assembly language code to poNxdems
» Gain the knowledge for interfacing various deviteg86 family and ARM processor
» Demonstrate design of interrupt routines for irgeifig devices
Graduate Attributes
* Engineering Knowledge
* Problem Analysis
» Design/Development of Solutions
Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.

Text Books:
1. Muhammad Ali Mazidi, Janice Gillispie Mazidi, Danrausey, The x86 PC Assemf
Language Design and Interfacing! Bdition, Pearson, 2013.
2. ARM system developers guide Andrew N Sloss, Dominic Symes and Chris Wrig
Elsevier,Morgan Kaufman publishers, 2008
Reference Books:
1. Douglas V. Hall: Microprocessors and InterfacingyviRed 2? Edition, TMH, 2006.
2. K. Udaya Kumar & B.S. Umashankar : Advanced Micamassors & IBM-PC Assembly
Language Programming, TMH 2003.
3. Ayala: The 8086 Microprocessor: programming andrfacing - 1st edition, Cengage
Learning
The Definitive Guide to the ARM Cortex-M3, by JokeYiu, 2nd Edition , Newnes, 2009
The Insider’s Guide to the ARM7 based microconémsi) Hitex Ltd., 1 edition, 2005
ARM System-on-Chip Architecture, Steve Furber, ®elcEdition, Pearson, 2015
Architecture, Programming and Interfacing of Lowngo Processors- ARM7, Cortex-M al

No ok

The students will have to answer 5 full questi@aecting one full question from each module,

y

ht,
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MSP430, Lyla B Das Cengage Learniny, Edition




OBJECT ORIENTED CONCEPTS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 2

15CS45 IA Marks

0

Number of Lecture Hours/Week 04 Exam Marks

80

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS - 04

Course objectivesThis course will enable students to

Learn fundamental features albject oriented language and JAVA

Set up Java JDK environment to create, debug andimple Java programs.
Create multi-threaded programs and event handliechamisms.

Introduce event driven Graphical User Interface ((Gldogramming using apple

swings

ts and

Module 1

Teaching
Hours

Introduction to Object Oriented Concepts:

A Review of structures, Procedure—Oriented Programmgnsystem Object Oriented
Programming System, Comparison of Object Orientadguage with C, Console 1/(
variables and reference variables, Function Prptoty Function OverloadingClass
and Objects: Introduction, member functions and data, objentsfanctions, objects an
arrays, Namespaces, Nested classes, Construcassugtors.

Text book 1: Ch 1: 1.1 t01.9Ch 2:2.1t02.6 Ch4.1t04.2

D,

10 Hours

d

Module 2

Introduction to Java: Java’s magic: the Byte code; Java Development(JK); the
Java Buzzwords, Object-oriented programming; Simjd&a programs. Data type
variables and arrays, Operators, Control Statements
Text book 2: Ch:1 Ch: 2 Ch:3 Ch:4 Ch:5

10 Hours
’S,

Module 3

Classes, Inheritance, Exceptions, Packages and Interface: Classes: Classe
fundamentals; Declaring objects; Constructors, tkesyword, garbage collectiol
Inheritance: inheritance basics, using super, creating muliellenierarchy, methog
overriding. Exception handling: Exception handling in Java. Packages, Acgq
Protection, Importing Packages, Interfaces.
Text book 2: Ch:6 Ch: 8 Ch:9 Ch:10

2510 Hours

o0

ess

Module 4

Multi Threaded Programming, Event Handling: Multi Threaded Programming: Wh
are threads? How to make the classes threadablgéending threads; Implementir
runnable; Synchronization; Changing state of tmedati; Bounded buffer problems, rea
write problem, producer consumer problerivent Handling: Two event handling
mechanisms; The delegation event model; Event edasSources of events; Eve
listener interfaces; Using the delegation eventehodapter classes; Inner classes.
Text book 2: Ch 11: Ch: 22

atl0 Hours

g
nd-

)
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Module 5

The Applet Class Introduction, Two types of Applets; Applet basicApplet

10 Hours

Architecture; An Applet skeleton; Simple Appletplesy methods; Requesting repaintir

g




[72)

Using the Status Window; The HTML APPLET tag; Pagsparameters to Applet
getDocumentbase() and getCodebase(); ApletContexd showDocument(); Th
AudioClip Interface; The AppletStub Interface;Outpa the ConsoleSwings: Swings:
The origins of Swing; Two key Swing features; Comgats and Containers; The Swing
Packages; A simple Swing Application; Create arfgwhpplet; Jlabel and Imagelcop;
JTextField;The Swing Buttons; JTabbedpane; JSaon#PJList; JComboBox; JTable.
Text book 2: Ch 21: Ch: 29 Ch: 30
Course OutcomesAfter studying this course, students will be alole t
» Explain the object-oriented concepts and JAVA.
» Develop computer programs to solve real world motd in Java.
» Develop simple GUI interfaces for a computer pragta interact with users, and to
understand the event-based GUI handling principdisg Applets and swings.
Graduate Attributes
* Programming Knowledge
» Design/Development of Solutions
» Conduct Investigations of Complex Problems
» Life-Long Learning
Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questi@eecting one full question from each module|
Text Books:
1. Sourav Sahay, Object Oriented Programming with C®xford University Press,2006
(Chapters 1, 2, 4)
2. Herbert Schildt, Java The Complete Reference, @itiog, Tata McGraw Hill, 2007.
(Chapters 1, 2, 3, 4,5, 6, 8,9,10, 11, 21, 2232)
Reference Book:
1. Mahesh Bhave and Sunil Patekar, "Programming veitta'] First Edition, Pearson
Education,2008, ISBN:9788131720806
2. Herbert Schildt, The Complete Reference C4th, Edition, Tata McGraw Hill, 2003.
Stanley B.Lippmann, Josee Lajore, C++ Primer, Etlition, Pearson Education, 2005.
4. Rajkumar Buyya,S Thamarasi selvi, xingchen chug€tbpriented Programming with java,
Tata McGraw Hill education private limited.
5. Richard A Johnson, Introduction to Java Programmaimg) OOAD, CENGAGE Learning.
6. E BalagurusamyRrogramming with Java A primer, Tata McGraw Hilhgmanies.

D

=

w

Note: Every institute shall organize a bridge orgaize on C++ either in the vacation or in the
beginning of even semester.




DATA COMMUNICATION
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CS46 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectivesThis course will enable students to

computer network that allows computers to exchataja.

lllustrate TCP/IP protocol suite and switching erii.
Demonstrate Medium Access Control protocols faab#¢ and noisy channels.
Expose wireless and wired LANs along with IP vemsio

Comprehend the transmission technique of digited datween two or more computers ang

Explain with the basics of data communication aadous types of computer networks;

1 a

Contents

Teaching
Hours

Module 1

Introduction: Data Communications, Networks, Network Types, Imer History,
Standards and AdministratioNetworks Models Protocol Layering, TCP/IP Protoc
suite, The OSI modelntroduction to Physical Layer-1: Data and Signa)sDigital
Signals, Transmission Impairment, Data Rate linexformanceDigital Transmission:
Digital to digital conversion (Only Line coding: Ro, Bipolar and Manchester coding).

10 Hours
pl

Module 2

Physical Layel-2: Analog to digital conversion (only PCM), Transmissi Modes,
Analog Transmission Digital to analog conversion,Bandwidth Utilization :

Multiplexing and Spread Spectru@witching: Introduction, Circuit Switched Network

and Packet switching.

10 Hours

Module 3

Error Detection and Correction: Introduction, Block coding, Cyclic codes, Cheaksl

Forward error correctignData link control: DLC services, Data link layer protoco
HDLC, and Point to Point protocol (Framing, Traiwitphases only).

10 Hours
S,

Module 4

Media Access contrc: Random Access, Controlled Access and Channalizati

Wired LANs Ethernet: Ethernet Protocol, Standard Ethernet, Fast B#ieiGigabit
Ethernet and 10 Gigabit Ethern®¥ireless LANs: Introduction, IEEE 802.11 Proje
and Bluetooth.

10 Hours

)
—*

Module 5

Other wireless Networks: WIMAX, Cellular Telephony, Satellite networkdNetwork
layer Protocols : Internet Protocol, ICMPv4,Mobile IPNext generation IP. IPv6

addressing, The IPv6 Protocol, The ICMPv6 Protacml Transition from 1Pv4 to IPv6|

10 Hours

Course OutcomesAfter studying this course, students will be alole t

lllustrate basic computer network technology.
Identify the different types of network topologisd protocols.
Enumerate the layers of the OSI model and TCP#Hietions of each layer.

Make out the different types of network devices dradr functions within a network




» Demonstrate the skills of subnetting and routingma@isms.

Graduate Attributes

1. Engineering Knowledge

2. Design Development of solution(Partly)

3. Modern Tool Usage

4. Problem Analysis
Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@edecting one full question from each module|
Text Book:
Behrouz A. Forouzan, Data Communications and Nedingr5E, ' Edition, Tata McGraw-Hill,
2013. (Chapters 1.1t01.5,2.1t0 2.3, 3.1, 33604.1t0 4.3, 5.1, 6.1, 6.2, 8.1 t0 8.3, 16.1Q.5,
11.1to11.4,12.1t0 12.3,13.1 to 13.5, 15.158116.1 to 16.3, 19.1 t0 19.3, 22.1 to 22.4)
Reference Books:
1. Alberto Leon-Garcia and Indra Widjaja: Communicatietworks - Fundamental Concepts

and Key architectures, 2nd Edition Tata McGraw-i004.
2. William Stallings: Data and Computer Communicatidti Edition, Pearson Education,

2007.
3. Larry L. Peterson and Bruce S. Davie: Computer Meta/— A Systems Approach, 4th

Edition, Elsevier, 2007.
4. Nader F. Mir: Computer and Communication NetwoRsarson Education, 2007




DESIGN AND ANALYSIS OF ALGORITHM LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CSL47 IA Marks 20

Number of Lecture Hours/Week 011+02P Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives:This course will enable students to

» Design and implement various algorithms in JAVA
e Employ various design strategies for problem sglvin
* Measure and compare the performance of differguirighms.

Description

Design, develop, and implement the specified allgos for the following problems using Java
language under LINUX /Windows environment.NetbeBolpse IDE tool can be used for
development and demonstration.

Experiments

1 Create a Java class cal®identwith the following details as variables within it.
A (i) USN

(i) Name

(iii) Branch

(iv) Phone
Write a Java program to creat®udent objects and print the USN, Name, Branch, and
Phoneof these objects with suitable headings.

[oX

B Write a Java program to implement the Stack usimgys. Write Push(), Pop(), an
Display() methods to demonstrate its working.

2 A Design a superclass call&bff with details as Staffld, Name, Phone, Salary. Bokte
this class by writing three subclasses nam&haching (domain, publications),
Technical (skills), andContract (period). Write a Java program to read and display
least 3staff objects of all three categories.

B Write a Java class calleGustomer to store their name and date_of birth. The
date_of birth format should be dd/mm/yyyy. Writethwals to read customer data as
<name, dd/mm/yyyy> and display as <name, dd, mnyyyysing StringTokenizer
class considering the delimiter character as “/".

3 A Write a Java program to read two integeend. Computes/b and print, wherb is not
zero. Raise an exception whiers equal to zero.

B Write a Java program that implements a multi-thrapplication that has three threads.
First thread generates a random integer for evesgcbnd; second thread computes the
square of the number andprints; third thread witifthe value of cube of the number.

4 Sort a given set oh integer elements usin@Quick Sort method and compute its time
complexity. Run the program for varied valuesnsf5000 and record the time taken to soft.
Plot a graph of the time taken versus graph sheet. The elements can be read frore arfil
can be generated using the random number genelbsomonstrate using Java how the divide-
and-conquer method works along with its time comxipfeanalysis: worst case, average case
and best case.




g

5 Sort a given set oh integer elements usinlylerge Sort method and compute its timé
complexity. Run the program for varied valuesnef5000, and record the time taken to soft.
Plot a graph of the time taken versus graph sheet. The elements can be read frore arfil
can be generated using the random number genelsotonstrate using Java how the divid
and-conquer method works along with its time comipfeanalysis: worst case, average cal
and best case.

6 Implement in Java, th@'1 Knapsackproblem using (a) Dynamic Programming method (b)
Greedy method.

7 From a given vertex in a weighted connected gréipt,shortest paths to other vertices usiy
Dijkstra's algorithm . Write the program in Java.

8 Find Minimum Cost Spanning Tree of a given conrectedirected graph using
Kruskal'salgorithm. Use Union-Find algorithms in your program.

9 Find Minimum Cost Spanning Tree of a given conrmectedirected graph using
Prim's algorithm .

10 | Write Java programs to
(a) Implement All-Pairs Shortest Paths problem gi&iloyd's algorithm.

(b) ImplementTravelling Sales Person problenusing Dynamic programming.

11 | Design and implement in Java to findabsetof a given se = {S|, 2,.....,S} of n positive
integers whose SUM is equal to a given positivegatd. For example, if S ={1, 2, 5, 6, 8}
andd= 9, there are two solutions {1,2,6}and {1,8}. Diap a suitable message, if the give
problem instance doesn't have a solution.

12 | Design and implement in Java to find &lamiltonian Cycles in a connected undirecte
Graph G of vertices using backtracking principle.

)l

Course Outcomes The students should be able to:

Design algorithms using appropriate design techesdbrute-force, greedy, dynamic
programming, etc.)

Implement a variety of algorithms such assortimgpd related, combinatorial, etc., in a hid
level language.

Analyze and compare the performance of algorithsnsgulanguage features.

Apply and implement learned algorithm design teghas and data structuresto solve real;
world problems.

Graduate Attributes

Engineering Knowledge

Problem Analysis

Modern Tool Usage

Conduct Investigations of Complex Problems
Design/Development of Solutions

Conduction of Practical Examination:

All laboratory experiments (Twelve problems) ard#oincluded for practical
examination. Students are allowed to pick one expet from the lot.

To generate the data set use random number genfenadgtion.

Strictly follow the instructions as printed on th@ver page of answer script for breakup
of marks

Marks distribution: Procedure + Conduction + Viva: 20 + 50 + 10 (80). Change of
experiment is allowed only once and marks allottetb the procedure




MICROPROCESSOR AND MICROCONTROLLER LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CSL48 IA Marks 20

Number of Lecture Hours/Week O11+02P Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives:This course will enable students to

e To provide practical exposure to the students owraeprocessors, design and cod
knowledge on 80x86 family/ARM. To give the knowled@nd practical exposure (
connectivity and execute of interfacing deviceshw#086/ARM kit like LED displays
Keyboards, DAC/ADC, and various other devices.

bn

Description

Demonstration and Explanation hardware componemtd-aculty in-charge should explain 8086
architecture, pin diagram in one slot. The secdoig the Faculty in-charge should explain instroti
set types/category etc. Students have to prepargeaup on the same and include it in the Lab
record and to be evaluated.

Laboratory Session-1: Write-up on Microprocess8@86 Functional block diagram, Pin diagram &
description. The same information is also taughhh@ory class; this helps the students to undetstg
better.

Laboratory Session-2: Write-up on Instruction grotliming diagrams, etc. The same information
also taught in theory class; this helps the studentinderstand better.

Note: These TWO Laboratory sessions are used tbdilgap between theory classes and practicg
sessions. Both sessions are evaluated as lab evgueesi for 20 marks.

and
N

is

Experiments

» Develop and execute the following programs usirgp88ssembly Language. Any suitable
assembler like MASM/TASM/8086 kit or any equivalaoftware may be used.

* Program should have suitable comments.

e The board layout and the circuit diagram of therifstce are to be provided to the student
during the examination.

» Software Required: Open source ARM Developmentqiiax, KEIL IDE and Proteus for
simulation

SOFTWARE PROGRAMS: PART A

1. Design and develop an assembly language prograeaich a key element “X” in a list of ‘f
16-bit numbers. Adopt Binary search algorithm imyprogram for searching.

2. Design and develop an assembly program to sosemgiet of ‘n’ 16-bit numbers in
ascending order. Adopt Bubble Sort algorithm tda given elements.

3. Develop an assembly language program to revergaen gtring and verify whether it is a
palindrome or not. Display the appropriate message.

4. Develop an assembly language program to computeisi@g recursive procedure. ASsume
that ‘n’ and ‘r’ are non-negative integers.

N




5. Design and develop an assembly language progra@atbthe current time and Date from t
system and display it in the standard format orstiteen.

6. To write and simulate ARM assembly language progréondata transfer, arithmetic and
logical operations (Demonstrate with the help etidable program).

7. To write and simulate C Programs for ARM micropissm using KEIL (Demonstrate with
the help of a suitable program)
Note : To use KEIL one may refer the book: Insiér's Guide to the ARM7 based
microcontrollers, Hitex Ltd.,1% edition, 2005

he

HARDWARE PROGRAMS: PART B

8. a. Design and develop an assembly program to deraeen8CD Up-Down Counter (00-99
on the Logic Controller Interface.
b. Design and develop an assembly program to teadtatus of two 8-bit inputs (X & Y)
from the Logic Controller Interface and display X*Y

9. Design and develop an assembly program to displagsages “FIRE” and “HELP”
alternately with flickering effects on a 7-segmeigplay interface for a suitable period ¢
time. Ensure a flashing rate that makes it easgad both the messages (Examiner does
specify these delay values nor is it necessarthiostudent to compute these values).

10. Design and develop an assembly program to driveepp®r Motor interface and rotate th
motor in specified direction (clockwise or countdwekwise) by N steps (Direction and N
are specified by the examiner). Introduce suitatdéay between successive steps. (A
arbitrary value for the delay may be assumed bythéent).

11. Design and develop an assembly language program to

a. Generate the Sine Wave using DAC interface (The@uiudf the DAC is to be
displayed on the CRO).
b. Generate a Half Rectified Sine waveform using tWeCOnterface. (The output of
the DAC is to be displayed on the CRO).

12. To interface LCD with ARM processor-- ARM7TDMI/LPC28. Write and execute
programs in C language for displaying text messagedshumbers on LCD

13. To interface Stepper motor with ARM processor-- ARNDMI/LPC2148. Write a program
to rotate stepper motor

Study Experiments:
1. Interfacing of temperature sensor with ARM freeddoard (or any other ARM
microprocessor board) and display temperature db LC
2. To design ARM cortex based automatic number pkdegnition system
3. To design ARM based power saving system

=

not

D

Course OutcomesAfter studying this course, students will be alole t

» Learn 80x86 instruction sets and gins the knowleafggow assembly language works.
» Design and implement programs written in 80x86 ardg language

» Know functioning of hardware devices and interfacihem to x86 family

* Choose processors for various kinds of applications

Graduate Attributes

* Engineering Knowledge

* Problem Analysis

* Modern Tool Usage

» Conduct Investigations of Complex Problems
» Design/Development of Solutions




Conduction of Practical Examination:
» All laboratory experiments (all 7 + 6 nos) are tibcluded for practical examination.
» Students are allowed to pick one experiment froomed the lot.

» Strictly follow the instructions as printed on th@ver page of answer script for breakup g
marks

* PART —A: Procedure + Conduction + Viva: 10 + 25 {08)
* PART -B: Procedure + Conduction + Viva: 10 + 25 {08)

» Change of experiment is allowed only once and maliksted to the procedure part to be
made zero.




ENGINEERING MATHEMATICS-1V
[As per Choice Based Credit System (CBCS) scheme]

(Effective from the academic year 2016 -2017)

SEMESTER - IV

Subject Code 15MAT41 IA Marks 20
Number of Lecture Hours/Week 04 Exam Marks 80
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04
Course objectives: This course will enable students to
Formulate, solve and analyze engineering problems.
Apply numerical methods to solve ordinary differential equations.
Apply finite difference method to solve partial differential equations.
Perform complex analysis.
Interpret use of sampling theory.
Apply joint probability distribution and stochastic process.
Module 1 Teaching
Hours
Numerical Methods: Numerical solution of ordinary differential equations of first order | 10 Hours
and first degree, Picard’s method, Taylor’s series method, modified Euler’s method,
Runge-Kutta method of fourth order. Milne’s and Adams-Bashforth predictor and
corrector methods (No derivations of formulae). Numerical solution of simultaneous first
order ordinary differential equations, Picard’s method, Runge-Kutta method of fourth
order
Module 2
Numerical Methods: Numerical solution of second order ordinary differential equations, | 10 Hours
Picard’s method, Runge-Kutta method and Milne’s method. Special Functions: Bessel’s
functions- basic properties, recurrence relations, orthogonality and generating functions.
Legendre’s functions - Legendre’s polynomial, Rodrigue’s formula, problems.
Module 3
Complex Variables: Function of a complex variable, limits, continuity, differentiability,. | 10 Hours
Analytic functions-Cauchy-Riemann equations in Cartesian and polar forms. Properties
and construction of analytic functions. Complex line integrals-Cauchy’s theorem and
Cauchy’s integral formula, Residue, poles, Cauchy’s Residue theorem with proof and
problems. Transformations: Conformal transformations, discussion of
transformations: = , = , = +( /) andbilinear transformations.
Module 4
Probability Distributions: Random variables (discrete and continuous), probability | 10 Hours
functions. Poisson distributions, geometric distribution, uniform distribution, exponential
and normal distributions, Problems. Joint probability distribution: Joint Probability
distribution for two variables, expectation, covariance, correlation coefficient.
Module 5
Sampling Theory: Sampling, Sampling distributions, standard error, test of hypothesis | 10 Hours

for means and proportions, confidence limits for means, student’s t-distribution, Chi-
square distribution as a test of goodness of fit. Stochastic process: Stochastic process,
probability vector, stochastic matrices, fixed points, regular stochastic matrices, Markov
chains, higher transition probability.




Course Outcomes: After studying this course, students will be able to:

Use appropriate numerical methods to solve first and second order ordinary differential
equations.

Use Bessel's and Legendre's function which often arises when a problem possesses axial and
spherical symmetry, such as in quantum mechanics, electromagnetic theory, hydrodynamics
and heat conduction.

State and prove Cauchy’s theorem and its consequences including Cauchy's integral formula.
Compute residues and apply the residue theorem to evaluate integrals.

Analyze, interpret, and evaluate scientific hypotheses and theories using rigorous statistical
methods.

Graduate Attributes

Engineering Knowledge

Problem Analysis

Life-Long Learning

Conduct Investigations of Complex Problems

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering all the topics under a module.

The students will have to answer 5 full questions, selecting one full question from each module.

Text Books:

1. B.V.Ramana "Higher Engineering Mathematics" Tata McGraw-Hill, 2006.
2. B. S. Grewal,” Higher Engineering Mathematics”, Khanna publishers, 42" edition, 2013.

Reference Books:

1. NP Bali and Manish Goyal, "A text book of Engineering mathematics” , Laxmi
publications, latest edition.

2. Kreyszig, "Advanced Engineering Mathematics " - 9th edition, Wiley, 2013.

3. H. K Dass and Er. RajnishVerma, "Higher Engineering Mathematics”, S. Chand, 1% ed,
2011.




SOFTWARE ENGINEERING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CS42 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS -04

Course objectives: This course will enable students to

Outline software engineering principles and activities involved in building large
software programs.

Identify ethical and professional issues and explain why they are of concern to
software engineers.

Describe the process of requirements gathering, requirements classification,
requirements specification and requirements validation.

Differentiate system models, use UML diagrams and apply design patterns.
Discuss the distinctions between validation testing and defect testing.
Recognize the importance of software maintenance and describe the intricacies
involved in software evolution.

Apply estimation techniques, schedule project activities and compute pricing.

Identify software quality parameters and quantify software using measurements and metrics.

List software quality standards and outline the practices involved.
Recognize the need for agile software development, describe agile methods, apply
agile practices and plan for agility.

Module 1 Teaching
Hours
Introduction: Software Crisis, Need for Software Engineering. Professional Software 12 Hours
Development, Software Engineering Ethics. Case Studies.
Software Processes: Models: Waterfall Model (Sec 2.1.1), Incremental Model
(Sec
2.1.2) and Spiral Model (Sec 2.1.3). Process activities.
Requirements Engineering:
Requirements Engineering Processes (Chap 4).
Requirements Elicitation and Analysis (Sec 4.5). Functional and non-functional
requirements (Sec 4.1). The software Requirements Document (Sec 4.2). Requirements
Specification (Sec 4.3). Requirements validation (Sec 4.6). Requirements Management
(Sec 4.7).
Module 2
System Models: Context models (Sec 5.1). Interaction models (Sec 5.2). Structural 11 Hours
models (Sec 5.3). Behavioral models (Sec 5.4). Model-driven engineering (Sec 5.5).
Design and Implementation: Introduction to RUP (Sec 2.4), Design Principles (Chap
17). Object-Oriented design using the UML (Sec 7.1). Design patterns (Sec 7.2).
Implementation issues (Sec 7.3). Open source development (Sec 7.4).
Module 3
Software Testing: Development testing (Sec 8.1), Test-driven development (Sec 8.2), | 9 Hours

Release testing (Sec 8.3), User testing (Sec 8.4). Test Automation (Page no 42, 70,212,
231,444,695).

Software Evolution: Evolution processes (Sec 9.1). Program evolution dynamics (Sec
9.2). Software maintenance (Sec 9.3). Legacy system management (Sec 9.4).




Module 4

Project Planning: Software pricing (Sec 23.1). Plan-driven development (Sec 23.2). | 10 Hours
Project scheduling (Sec 23.3): Estimation techniques (Sec 23.5). Quality management:
Software quality (Sec 24.1). Reviews and inspections (Sec 24.3). Software measurement
and metrics (Sec 24.4). Software standards (Sec 24.2)

Module 5

Agile Software Development: Coping with Change (Sec 2.3), The Agile Manifesto: | 8 Hours
Values and Principles. Agile methods: SCRUM (Ref “The SCRUM Primer, Ver 2.0”)
and Extreme Programming (Sec 3.3). Plan-driven and agile development (Sec 3.2). Agile
project management (Sec 3.4), Scaling agile methods (Sec 3.5):

Course Outcomes: After studying this course, students will be able to:

Design a software system, component, or process to meet desired needs within realistic
constraints.

Assess professional and ethical responsibility

Function on multi-disciplinary teams

Use the techniques, skills, and modern engineering tools necessary for engineering practice
Analyze, design, implement, verify, validate, implement, apply, and maintain software
systems or parts of software systems.

Graduate Attributes

Project Management and Finance

Conduct Investigations of Complex Problems
Modern Tool Usage

Ethics

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering all the topics under a module.

The students will have to answer 5 full questions, selecting one full question from each module.

Text Books:

1. lan Sommerville: Software Engineering, 9th Edition, Pearson Education, 2012.
(Listed topics only from Chapters 1,2,3,4, 5, 7, 8, 9, 23, and 24)
2. The SCRUM Primer, Ver 2.0, http://www.goodagile.com/scrumprimer/scrumprimer20.pdf

Reference Books:

1. Roger S. Pressman: Software Engineering-A Practitioners approach, 7th Edition, Tata

McGraw Hill.
2. Pankaj Jalote: An Integrated Approach to Software Engineering, Wiley India

Web Reference for eBooks on Agile:

1. http://agilemanifesto.org/
2. http://www.jamesshore.com/Agile-Book/




DESIGN AND ANALYSIS OF ALGORITHMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)

SEMESTER - IV

Subject Code 15CS43 1A Marks

20

Number of Lecture Hours/Week 04 Exam Marks

80

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS -04

Course objectives: This course will enable students to

Explain various computational problem solving techniques.
Apply appropriate method to solve a given problem.
Describe various methods of algorithm analysis.

Module 1

Teaching
Hours

Introduction: What is an Algorithm? (T2:1.1), Algorithm Specification (T2:1.2),
Analysis Framework (T1:2.1), Performance Analysis: Space complexity, Time
complexity (T2:1.3). Asymptotic Notations: Big-Oh notation (O), Omega notation (Q),
Theta notation (@), and Little-oh notation (0), Mathematical analysis of Non-Recursive
and recursive Algorithms with Examples (T1:2.2, 2.3, 2.4). Important Problem Types:
Sorting, Searching, String processing, Graph Problems, Combinatorial Problems.
Fundamental Data Structures: Stacks, Queues, Graphs, Trees, Sets and Dictionaries.
(T1:1.3,1.4)

10 Hours

Module 2

Divide and Conquer: General method, Binary search, Recurrence equation for divide
and conquer, Finding the maximum and minimum (T2:3.1, 3.3, 3.4), Merge sort, Quick
sort (T1:4.1, 4.2), Strassen’s matrix multiplication (T2:3.8), Advantages and
Disadvantages of divide and conquer. Decrease and Conquer Approach: Topological
Sort. (T1:5.3)

10 Hours

Module 3

Greedy Method: General method, Coin Change Problem, Knapsack Problem, Job
sequencing with deadlines (T2:4.1, 4.3, 4.5). Minimum cost spanning trees: Prim’s
Algorithm, Kruskal’s Algorithm (T1:9.1, 9.2). Single source shortest paths: Dijkstra's
Algorithm (T1:9.3). Optimal Tree problem: Huffman Trees and Codes (T1:9.4).
Transform and Conquer Approach: Heaps and Heap Sort (T1:6.4).

10 Hours

Module 4

Dynamic Programming: General method with Examples, Multistage Graphs (T2:5.1,
5.2). Transitive Closure: Warshall’s Algorithm, All Pairs Shortest Paths: Floyd's
Algorithm, Optimal Binary Search Trees, Knapsack problem ((T1:8.2, 8.3, 8.4),
Bellman-Ford Algorithm (T2:5.4), Travelling Sales Person problem (T2:5.9), Reliability
design (T72:5.8).

10 Hours

Module 5

Backtracking: General method (T2:7.1), N-Queens problem (T1:12.1), Sum of subsets
problem (T1:12.1), Graph coloring (T2:7.4), Hamiltonian cycles (T2:7.5). Branch and
Bound: Assignment Problem, Travelling Sales Person problem (T1:12.2), 0/1
Knapsack problem (T2:8.2, T1:12.2): LC Branch and Bound solution (T2:8.2), FIFO
Branch and Bound solution (T2:8.2). NP-Complete and NP-Hard problems: Basic

10 Hours




concepts, non-deterministic algorithms, P, NP, NP-Complete, and NP-Hard classes
(T2:11.2).

Course Outcomes: After studying this course, students will be able to

Describe computational solution to well known problems like searching, sorting etc.
Estimate the computational complexity of different algorithms.
Devise an algorithm using appropriate design strategies for problem solving.

Graduate Attributes

Engineering Knowledge

Problem Analysis

Design/Development of Solutions

Conduct Investigations of Complex Problems
Life-Long Learning

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering all the topics under a module.

The students will have to answer 5 full questions, selecting one full question from each module.

Text Books:

T1. Introduction to the Design and Analysis of Algorithms, Anany Levitin:, 2rd Edition, 20009.
Pearson.

T2. Computer Algorithms/C++, Ellis Horowitz, Satraj Sahni and Rajasekaran, 2nd Edition, 2014,
Universities Press

Reference Books:

1. Introduction to Algorithms, Thomas H. Cormen, Charles E. Leiserson, Ronal L. Rivest,
Clifford Stein, 3rd Edition, PHI
2. Design and Analysis of Algorithms , S. Sridhar, Oxford (Higher Education)




MICROPROCESSORS AND MICROCONTROLLERS
[As per Choice Based Credit System (CBCS) scheme]

(Effective from the academic year 2016 -2017)

SEMESTER - IV

Subject Code 15CS44 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS -04

Course objectives: This course will enable students to

Make familiar with importance and applications of microprocessors and microcontrollers

Expose architecture of 8086 microprocessor and ARM processor
Familiarize instruction set of ARM processor

Module 1

Teaching
Hours

The x86 microprocessor: Brief history of the x86 family, Inside the 8088/86,
Introduction to assembly programming, Introduction to Program Segments, The Stack,
Flag register, x86 Addressing Modes. Assembly language programming: Directives &
a Sample Program, Assemble, Link & Run a program, More Sample programs, Control
Transfer Instructions, Data Types and Data Definition, Full Segment Definition,
Flowcharts and Pseudo code.

Textbook 1: Ch1:1.1 to1.7,Ch2:2.1t02.7

10 Hours

Module 2

x86: Instructions sets description, Arithmetic and logic instructions and programs:
Unsigned Addition and Subtraction, Unsigned Multiplication and Division, Logic
Instructions, BCD and ASCII conversion, Rotate Instructions. INT 21H and INT 10H
Programming : Bios INT 10H Programming , DOS Interrupt 21H. 8088/86 Interrupts,
x86 PC and Interrupt Assignment.

Text book 1: Ch 3:3.1t03.5 Ch4:4.1, 4.2 Chapter 14: 14.1 and 14.2

10 Hours

Module 3

Signed Numbers and Strings: Signed number Arithmetic Operations, String operations.
Memory and Memory interfacing: Memory address decoding, data integrity in RAM
and ROM, 16-bit memory interfacing. 8255 1/O programming: 1/O addresses MAP of
x86 PC’s, programming and interfacing the 8255.

Text book 1: Ch 6: 6.1, 6.2. Ch 10: 10.2, 10.4, 10.5. Ch 11: 11.1t0 11.4

10 Hours

Module 4

Microprocessors versus Microcontrollers, ARM Embedded Systems :The RISC design
philosophy, The ARM Design Philosophy, Embedded System Hardware, Embedded
System Software, ARM Processor Fundamentals : Registers , Current Program Status
Register , Pipeline, Exceptions, Interrupts, and the Vector Table , Core Extensions

Text book 2:Ch 1:1.1t01.4,Ch 2:2.1t0 2.5

10 Hours

Module 5

Introduction to the ARM Instruction Set : Data Processing Instructions , Branch
Instructions, Software Interrupt Instructions, Program Status Register Instructions,
Coprocessor Instructions, Loading Constants, Simple programming exercises.

Text book 2: Ch 3:3.1 to 3.6 ( Excluding 3.5.2)

10 Hours

Course Outcomes: After studying this course, students will be able to




Differentiate between microprocessors and microcontrollers
Design and develop assembly language code to solve problems
Gain the knowledge for interfacing various devices to x86 family and ARM processor
- Demonstrate design of interrupt routines for interfacing devices
Graduate Attributes
Engineering Knowledge
Problem Analysis
Design/Development of Solutions
Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer 5 full questions, selecting one full question from each module.

Text Books:

1. Muhammad Ali Mazidi, Janice Gillispie Mazidi, Danny Causey, The x86 PC Assembly

Language Design and Interfacing, 5" Edition, Pearson, 2013.
2. ARM system developers guide, Andrew N Sloss, Dominic Symes and Chris Wright,

Elsevier,Morgan Kaufman publishers, 2008.

Reference Books:

1. Douglas V. Hall: Microprocessors and Interfacing, Revised 2" Edition, TMH, 2006.

2. K. Udaya Kumar & B.S. Umashankar : Advanced Microprocessors & IBM-PC Assembly
Language Programming, TMH 2003.

3. Avyala: The 8086 Microprocessor: programming and interfacing - 1st edition, Cengage

Learning

The Definitive Guide to the ARM Cortex-M3, by Joseph Yiu, 2nd Edition , Newnes, 2009

The Insider’s Guide to the ARM7 based microcontrollers, Hitex Ltd.,1* edition, 2005

ARM System-on-Chip Architecture, Steve Furber, Second Edition, Pearson, 2015

Architecture, Programming and Interfacing of Low power Processors- ARM7, Cortex-M and

MSP430, LylaB Das Cengage Learning, 1" Edition

N o o s




OBJECT ORIENTED CONCEPTS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)

SEMESTER - IV

Subject Code 15CS45 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS -04

Course objectives: This course will enable students to

Learn fundamental features of object oriented language and JAVA
Set up Java JDK environment to create, debug and run simple Java programs.
Create multi-threaded programs and event handling mechanisms.

Introduce event driven Graphical User Interface (GUI) programming using applets and

swings.
Module 1 Teaching
Hours
Introduction to Object Oriented Concepts: 10 Hours
A Review of structures, Procedure-Oriented Programming system, Object Oriented
Programming System, Comparison of Object Oriented Language with C, Console 1/O,
variables and reference variables, Function Prototyping, Function Overloading. Class
and Objects: Introduction, member functions and data, objects and functions, objects and
arrays, Namespaces, Nested classes, Constructors, Destructors.
Textbook 1: Ch 1: 1.1 t01.9Ch2: 21t02.6 Ch4:41t04.2
Module 2
Introduction to Java: Java’s magic: the Byte code; Java Development Kit (JDK); the | 10 Hours
Java Buzzwords, Object-oriented programming; Simple Java programs. Data types,
variables and arrays, Operators, Control Statements.
Text book 2: Ch:1 Ch:2 Ch:3 Ch:4 Ch:5
Module 3
Classes, Inheritance, Exceptions, Packages and Interfaces: Classes: Classes | 10 Hours
fundamentals; Declaring objects; Constructors, this keyword, garbage collection.
Inheritance: inheritance basics, using super, creating multi level hierarchy, method
overriding. Exception handling: Exception handling in Java. Packages, Access
Protection, Importing Packages, Interfaces.
Text book 2: Ch:6 Ch:8 Ch:9 Ch:10
Module 4
Multi Threaded Programming, Event Handling: Multi Threaded Programming: What | 10 Hours
are threads? How to make the classes threadable ; Extending threads; Implementing
runnable; Synchronization; Changing state of the thread; Bounded buffer problems, read-
write problem, producer consumer problems. Event Handling: Two event handling
mechanisms; The delegation event model; Event classes; Sources of events; Event
listener interfaces; Using the delegation event model; Adapter classes; Inner classes.
Text book 2: Ch 11: Ch: 22
Module 5
The Applet Class: Introduction, Two types of Applets; Applet basics; Applet | 10 Hours

Architecture; An Applet skeleton; Simple Applet display methods; Requesting repainting;




Using the Status Window; The HTML APPLET tag; Passing parameters to Applets;
getDocumentbase() and getCodebase(); ApletContext and showDocument(); The
AudioClip Interface; The AppletStub Interface;Output to the Console. Swings: Swings:
The origins of Swing; Two key Swing features; Components and Containers; The Swing
Packages; A simple Swing Application; Create a Swing Applet; Jlabel and Imagelcon;
JTextField; The Swing Buttons; JTabbedpane; JScrollPane; JList; JComboBox; JTable.
Text book 2: Ch 21: Ch: 29 Ch:30

Course Outcomes: After studying this course, students will be able to

Explain the object-oriented concepts and JAVA.

Develop computer programs to solve real world problems in Java.

Develop simple GUI interfaces for a computer program to interact with users, and to
understand the event-based GUI handling principles using Applets and swings.

Graduate Attributes

Programming Knowledge
Design/Development of Solutions

Conduct Investigations of Complex Problems
Life-Long Learning

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering all the topics under a module.

The students will have to answer 5 full questions, selecting one full question from each module.

Text Books:

1. Sourav Sahay, Object Oriented Programming with C++ , 2" Ed, Oxford University
Press,2006
(Chapters 1, 2, 4)

2. Herbert Schildt, Java The Complete Reference, 7th Edition, Tata McGraw Hill, 2007.
(Chapters 1, 2, 3,4, 5, 6, 8, 9,10, 11, 21, 22, 29, 30)

Reference Book:

1. Mahesh Bhave and Sunil Patekar, "Programming with Java", First Edition, Pearson
Education,2008, ISBN:9788131720806

2. Herbert Schildt, The Complete Reference C++, 4th Edition, Tata McGraw Hill, 2003.

Stanley B.Lippmann, Josee Lajore, C++ Primer, 4th Edition, Pearson Education, 2005.

4. Rajkumar Buyya,S Thamarasi selvi, xingchen chu, Object oriented Programming with java,
Tata McGraw Hill education private limited.

5. Richard A Johnson, Introduction to Java Programming and OOAD, CENGAGE Learning.

6. E Balagurusamy, Programming with Java A primer, Tata McGraw Hill companies.

w

Note: Every institute shall organize a bridge organize on C++ either in the vacation or in the
beginning of even semester.




[As per Choice Based Credit System (CBCS) scheme]

DATA COMMUNICATION

(Effective from the academic year 2016 -2017)

SEMESTER - IV

Subject Code 15CS46 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS -04

Course objectives: This course will enable students to

Comprehend the transmission technique of digital data between two or more computers and a

computer network that allows computers to exchange data.

Explain with the basics of data communication and various types of computer networks;

Illustrate TCP/IP protocol suite and switching criteria.
Demonstrate Medium Access Control protocols for reliable and noisy channels.
Expose wireless and wired LANs along with IP version.

Contents Teaching
Hours

Module 1

Introduction: Data Communications, Networks, Network Types, Internet History, | 10 Hours

Standards and Administration, Networks Models: Protocol Layering, TCP/IP Protocol

suite, The OSI model, Introduction to Physical Layer-1: Data and Signals, Digital

Signals, Transmission Impairment, Data Rate limits, Performance, Digital Transmission:

Digital to digital conversion (Only Line coding: Polar, Bipolar and Manchester coding).

Module 2

Physical Layer-2: Analog to digital conversion (only PCM), Transmission Modes, | 10 Hours

Analog Transmission: Digital to analog conversion, Bandwidth Utilization:

Multiplexing and Spread Spectrum, Switching: Introduction, Circuit Switched Networks

and Packet switching.

Module 3

Error Detection and Correction: Introduction, Block coding, Cyclic codes, Checksum, | 10 Hours

Forward error correction, Data link control: DLC services, Data link layer protocols,

HDLC, and Point to Point protocol (Framing, Transition phases only).

Module 4

Media Access control: Random Access, Controlled Access and Channelization, 10 Hours

Wired LANs Ethernet: Ethernet Protocol, Standard Ethernet, Fast Ethernet, Gigabit

Ethernet and 10 Gigabit Ethernet, Wireless LANSs: Introduction, IEEE 802.11 Project

and Bluetooth.

Module 5

Other wireless Networks: WIMAX, Cellular Telephony, Satellite networks, Network | 10 Hours

layer Protocols : Internet Protocol, ICMPv4,Mobile IP, Next generation IP: IPv6
addressing, The IPv6 Protocol, The ICMPv6 Protocol and Transition from [IPv4 to 1Pv6.

Course Outcomes: After studying this course, students will be able to

Illustrate basic computer network technology.
Identify the different types of network topologies and protocols.
Enumerate the layers of the OSI model and TCP/IP functions of each layer.

Make out the different types of network devices and their functions within a network




Demonstrate the skills of subnetting and routing mechanisms.

Graduate Attributes

1. Engineering Knowledge

2. Design Development of solution(Partly)
3. Modern Tool Usage

4. Problem Analysis

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering all the topics under a module.

The students will have to answer 5 full questions, selecting one full question from each module.

Text Book:

Behrouz A. Forouzan, Data Communications and Networking 5E, 5™ Edition, Tata McGraw-Hill,
2013. (Chapters 1.1t0 1.5,2.1t02.3,3.1,3.3t0 3.6,4.1t0 4.3, 5.1, 6.1,6.2,8.1 t0 8.3, 10.1 t0 10.5,
11.1t011.4,12.1t012.3, 13.1t0 13.5, 15.1 t0 15.3, 16.1 t0 16.3, 19.1 t0 19.3, 22.1 t0 22.4)

Reference Books:

1. Alberto Leon-Garcia and Indra Widjaja: Communication Networks - Fundamental Concepts
and Key architectures, 2nd Edition Tata McGraw-Hill, 2004.

2. William Stallings: Data and Computer Communication, 8th Edition, Pearson Education,
2007.

3. Larry L. Peterson and Bruce S. Davie: Computer Networks — A Systems Approach, 4th
Edition, Elsevier, 2007.

4. Nader F. Mir: Computer and Communication Networks, Pearson Education, 2007




DESIGN AND ANALYSIS OF ALGORITHM LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)

SEMESTER - IV

Subject Code 15CSL47 IA Marks 20

Number of Lecture Hours/Week 011+02P Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS -02

Course objectives: This course will enable students to

Design and implement various algorithms in JAVA
Employ various design strategies for problem solving.
Measure and compare the performance of different algorithms.

Description

Design, develop, and implement the specified algorithms for the following problems using Java
language under LINUX /Windows environment.Netbeans/Eclipse IDE tool can be used for
development and demonstration.

Experiments

1

A

Create a Java class called Studentwith the following details as variables within it.

(i) USN

(if) Name

(iii) Branch

(iv) Phone
Write a Java program to create nStudent objects and print the USN, Name, Branch, and
Phoneof these objects with suitable headings.

Write a Java program to implement the Stack using arrays. Write Push(), Pop(), and
Display() methods to demonstrate its working.

Design a superclass called Staff with details as Staffld, Name, Phone, Salary. Extend
this class by writing three subclasses namely Teaching (domain, publications),
Technical (skills), and Contract (period). Write a Java program to read and display at
least 3 staff objects of all three categories.

Write a Java class called Customer to store their name and date of birth. The
date_of birth format should be dd/mm/yyyy. Write methods to read customer data as
<name, dd/mm/yyyy> and display as <name, dd, mm, yyyy> using StringTokenizer
class considering the delimiter character as “/”.

Write a Java program to read two integers a andb. Compute a/b and print, when b is not
zero. Raise an exception when b is equal to zero.

Write a Java program that implements a multi-thread application that has three threads.
First thread generates a random integer for every 1 second; second thread computes the
square of the number andprints; third thread will print the value of cube of the number.

Sort a given set of n integer elements using Quick Sort method and compute its time
complexity. Run the program for varied values of n> 5000 and record the time taken to sort.
Plot a graph of the time taken versus non graph sheet. The elements can be read from a file or
can be generated using the random number generator. Demonstrate using Java how the divide-
and-conquer method works along with its time complexity analysis: worst case, average case
and best case.




5 Sort a given set of n integer elements using Merge Sort method and compute its time
complexity. Run the program for varied values of n> 5000, and record the time taken to sort.
Plot a graph of the time taken versus non graph sheet. The elements can be read from a file or
can be generated using the random number generator. Demonstrate using Java how the divide-
and-conquer method works along with its time complexity analysis: worst case, average case
and best case.

6 Implement in Java, the 0/1 Knapsack problem using (a) Dynamic Programming method (b)
Greedy method.

7 From a given vertex in a weighted connected graph, find shortest paths to other vertices using
Dijkstra's algorithm. Write the program in Java.

8 Find Minimum Cost Spanning Tree of a given connected undirected graph using
Kruskal'salgorithm. Use Union-Find algorithms in your program.

9 Find Minimum Cost Spanning Tree of a given connected undirected graph using
Prim's algorithm.

10 | Write Java programs to
(@) Implement All-Pairs Shortest Paths problem using Floyd's algorithm.

(b) Implement Travelling Sales Person problem using Dynamic programming.

11 | Design and implement in Java to find a subset of a given set S = {SI, S2,.....,Sn} of n positive
integers whose SUM is equal to a given positive integer d. For example, if S ={1, 2, 5, 6, 8}
and d= 9, there are two solutions {1,2,6}and {1,8}. Display a suitable message, if the given
problem instance doesn't have a solution.

12 | Design and implement in Java to find all Hamiltonian Cycles in a connected undirected

Graph G of n vertices using backtracking principle.

Course Outcomes: The students should be able to:

Design algorithms using appropriate design techniques (brute-force, greedy, dynamic
programming, etc.)

Implement a variety of algorithms such assorting, graph related, combinatorial, etc., in a high
level language.

Analyze and compare the performance of algorithms using language features.

Apply and implement learned algorithm design techniques and data structuresto solve real-
world problems.

Graduate Attributes

Engineering Knowledge

Problem Analysis

Modern Tool Usage

Conduct Investigations of Complex Problems
Design/Development of Solutions

Conduction of Practical Examination:

All laboratory experiments (Twelve problems) are to be included for practical
examination. Students are allowed to pick one experiment from the lot.

To generate the data set use random number generator function.

Strictly follow the instructions as printed on the cover page of answer script for breakup
of marks

Marks distribution: Procedure + Conduction + Viva: 20 + 50 + 10 (80). Change of
experiment is allowed only once and marks allotted to the procedure




MICROPROCESSOR AND MICROCONTROLLER LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CSL48 IA Marks 20

Number of Lecture Hours/Week 011+02P Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS -02

Course objectives: This course will enable students to

To provide practical exposure to the students on microprocessors, design and coding
knowledge on 80x86 family/ARM. To give the knowledge and practical exposure on
connectivity and execute of interfacing devices with 8086/ARM kit like LED displays,
Keyboards, DAC/ADC, and various other devices.

Description

Demonstration and Explanation hardware components and Faculty in-charge should explain 8086
architecture, pin diagram in one slot. The second slot, the Faculty in-charge should explain instruction
set types/category etc. Students have to prepare a write-up on the same and include it in the Lab
record and to be evaluated.

Laboratory Session-1: Write-up on Microprocessors, 8086 Functional block diagram, Pin diagram and
description. The same information is also taught in theory class; this helps the students to understand
better.

Laboratory Session-2: Write-up on Instruction group, Timing diagrams, etc. The same information is
also taught in theory class; this helps the students to understand better.

Note: These TWO Laboratory sessions are used to fill the gap between theory classes and practical
sessions. Both sessions are evaluated as lab experiments for 20 marks.

Experiments

Develop and execute the following programs using 8086 Assembly Language. Any suitable
assembler like MASM/TASM/8086 kit or any equivalent software may be used.

Program should have suitable comments.

The board layout and the circuit diagram of the interface are to be provided to the student
during the examination.

Software Required: Open source ARM Development platform, KEIL IDE and Proteus for
simulation

SOFTWARE PROGRAMS: PART A

1. Design and develop an assembly language program to search a key element “X” in a list of ‘n’
16-bit numbers. Adopt Binary search algorithm in your program for searching.

2. Design and develop an assembly program to sort a given set of ‘n’ 16-bit numbers in
ascending order. Adopt Bubble Sort algorithm to sort given elements.

3. Develop an assembly language program to reverse a given string and verify whether it is a
palindrome or not. Display the appropriate message.

4. Develop an assembly language program to compute nCr using recursive procedure. Assume
that ‘n’ and ‘r’ are non-negative integers.




5. Design and develop an assembly language program to read the current time and Date from the
system and display it in the standard format on the screen.

6. To write and simulate ARM assembly language programs for data transfer, arithmetic and
logical operations (Demonstrate with the help of a suitable program).

7. To write and simulate C Programs for ARM microprocessor using KEIL (Demonstrate with
the help of a suitable program)
Note : To use KEIL one may refer the book: Insider’s Guide to the ARM7 based
microcontrollers, Hitex Ltd.,1* edition, 2005

HARDWARE PROGRAMS: PART B

8. a. Design and develop an assembly program to demonstrate BCD Up-Down Counter (00-99)
onthe  Logic Controller Interface.

b. Design and develop an assembly program to read the status of two 8-bit inputs (X & Y)
from the Logic Controller Interface and display X*Y.

9. Design and develop an assembly program to display messages “FIRE” and “HELP”
alternately with flickering effects on a 7-segment display interface for a suitable period of
time. Ensure a flashing rate that makes it easy to read both the messages (Examiner does not
specify these delay values nor is it necessary for the student to compute these values).

10. Design and develop an assembly program to drive a Stepper Motor interface and rotate the
motor in specified direction (clockwise or counter-clockwise) by N steps (Direction and N
are specified by the examiner). Introduce suitable delay between successive steps. (Any
arbitrary value for the delay may be assumed by the student).

11. Design and develop an assembly language program to

a. Generate the Sine Wave using DAC interface (The output of the DAC is to be
displayed on the CRO).

b. Generate a Half Rectified Sine waveform using the DAC interface. (The output of
the DAC is to be displayed on the CRO).

12. To interface LCD with ARM processor-- ARM7TDMI/LPC2148. Write and execute
programs in C language for displaying text messages and numbers on LCD

13. To interface Stepper motor with ARM processor-- ARM7TDMI/LPC2148. Write a program
to rotate stepper motor

Study Experiments:
1. Interfacing of temperature sensor with ARM freedom board (or any other ARM
microprocessor board) and display temperature on LCD
2. Todesign ARM cortex based automatic number plate recognition system
3. Todesign ARM based power saving system

Course Outcomes: After studying this course, students will be able to

Learn 80x86 instruction sets and gins the knowledge of how assembly language works.
Design and implement programs written in 80x86 assembly language

Know functioning of hardware devices and interfacing them to x86 family

Choose processors for various kinds of applications.

Graduate Attributes

Engineering Knowledge

Problem Analysis

Modern Tool Usage

Conduct Investigations of Complex Problems
Design/Development of Solutions




Conduction of Practical Examination:

All laboratory experiments (all 7 + 6 nos) are to be included for practical examination.
Students are allowed to pick one experiment from each of the lot.

Strictly follow the instructions as printed on the cover page of answer script for breakup of
marks

PART -A: Procedure + Conduction + Viva: 10 + 25 +05 (40)
PART -B: Procedure + Conduction + Viva: 10 + 25 +05 (40)

Change of experiment is allowed only once and marks allotted to the procedure part to be
made zero.




MANAGEMENT AND ENTREPRENEURSHIP FOR IT INDUSTRY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS51 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

Explain the principles of management, organizaind entrepreneur.
Discuss on planning, staffing, ERP and their imgace

Infer the importance of intellectual property rigland relate the institutional suppor

Module - 1

Teaching
Hours

Introduction - Meaning, nature and characteristics of managenseope andg
Functional areas of management, goals of manageresets of managemen
brief overview of evolution of management theorie®lanning- Nature
importance, types of plans, steps in planning, @jag- nature and purpos
types of Organization, Staffing- meaning, procdsgoruitment and selection

1 10 Hours
t

e

Module — 2

Directing and controlling- meaning and nature of directing, leadership styleg
motivationTheories, Communication- Meaning and importanceyr@ioation-
meaning andmportance, Controlling- meaning, steps in coningll methods of
establishing control.

5 10 Hours

Module — 3

Entrepreneur — meaning of entrepreneur, characteristics of prareeurs
classification and types of entrepreneurs, varigteges in entrepreneuri
process, role of entrepreneurs in economic devetopmentrepreneurship

India and barriers to entrepreneurship. ldentiiaatof business opportunitie
market feasibility study, technical feasibility diy financial feasibility study an
social feasibility study.

10 Hours
al

n
Sy
d

Module — 4

Preparation of project and ERP - meaning of project, project identificatio
project selection, project report, need and sigaifce of project report, content
formulation, guidelines by planning commission fopject report,Enterprise

Resource Planning: Meaning and Importance- ERRand Functional areas

Management — Marketing / Sales- Supply Chain Mamege — Finance an
Accounting — Human Resources — Types of reports methods of repor
generation

n10 Hours
S

Df
d
it

Module — 5

Micro and Small Enterprises:

Definition of micro and small enterprises]lO Hours

characteristics and advantages of micro and smédirgrises, steps in establishing
micro and small enterprises, Government of Indtugial policy 2007 on micro and
small enterprises, case study (Microsoft), Casdy¢@aptain G R Gopinath),case
study (N R Narayana Murthy & Infosys)nstitutional support: MSME-DI, NSIC,
SIDBI, KIADB, KSSIDC, TECSOK, KSFC, DIC and Disttitevel single windo
agency/ntroduction to IPR.

Courseoutcomes The students should be able to:

Define management, organization, entrepreneurnpignstaffing, ERP and outline




their importance in entrepreneurship
» Utilize the resources available effectively throdgfRP
» Make use of IPRs and institutional support in gareeaeurship

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Principles of Management -P. C. Tripathi, P. N. edrata McGraw Hill, 4th /8
Edition, 2010.

2. Dynamics of Entrepreneurial Development & Managetmeasant Desai Himalaya
Publishing House.

3. Entrepreneurship Development -Small Business Ensep-Poornima M
Charantimath Pearson Education — 2006.

4. Management and Entrepreneurship - Kanishka Bediei@University Press-2017

Reference Books:

1. Management Fundamentals -Concepts, Application, B&velopment Robert Lusief
— Thomson.

2. Entrepreneurship Development -S S Khanka -S Chafd &

3. Management -Stephen Robbins -Pearson Education-17Hi Edition, 2003




COMPUTER NETWORKS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS52 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Courseobjectives This course will enable students to

» Demonstration of application layer protocols

» Discuss transport layer services and understand &HaPTCP protocols

* Explain routers, IP and Routing Algorithms in netklayer

» Disseminate the Wireless and Mobile Networks caodetEEE 802.11 Standard

» lllustrate concepts of Multimedia Networking, Saguand Network Management

Module — 1 Teaching
Hours

Application Layer: Principles of Network Applications: Network Applioan | 10 Hours
Architectures, Processes Communicating, Transpatvi&s Available tg
Applications, Transport Services Provided by theermet, Application-Layef
Protocols. The Web and HTTP: Overview of HTTP, Nmmsistent and
Persistent Connections, HTTP Message Format, Usaef Interaction
Cookies, Web Caching, The Conditional GET, FilenBfar: FTP Commands ¢
Replies, Electronic Mail in the Internet: SMTP, Qumamison with HTTP, Mai
Message Format, Mail Access Protocols, DNS; Therha&t's Directory Service
Services Provided by DNS, Overview of How DNS WorkiNS Records an
Messages, Peer-to-Peer Applications: P2P File iDigion, Distributed Hask
Tables, Socket Programming: creating Network Aggilons: Socke
Programming with UDP, Socket Programming with TCP.

T1: Chap 2

KO

— = O ‘P

Module — 2

Transport Layer : Introduction and Transport-Layer Services: Relaiop| 10 Hours
Between Transport and Network Layers, Overviewhef Transport Layer in the
Internet, Multiplexing and Demultiplexing: Connemtless Transport: UDP,UDP
Segment Structure, UDP Checksum, Principles of aRidi Data Transfer:
Building a Reliable Data Transfer Protocol, PipetinReliable Data Transfer
Protocols, Go-Back-N, Selective repeat, Connecoented Transport TCR:
The TCP Connection, TCP Segment Structure, Rounmldiime Estimation and
Timeout, Reliable Data Transfer, Flow Control, TCBnnection Management,
Principles of Congestion Control: The Causes ared @osts of Congestion,
Approaches to Congestion Control, Network-assistedngestion-control
example, ATM ABR Congestion control, TCP Congestiomtrol: Fairness.
T1: Chap 3

Module — 3

The Network layer. What's Inside a Router?: Input Processing, Swit;h 10 Hours
Output Processing, Where Does Queuing Occur? Rpebntrol plane, IPv6,A
Brief foray into IP Security, Routing Algorithms:h& Link-State (LS) Routin
Algorithm, The Distance-Vector (DV) Routing Algdrin, Hierarchical Routing,

QU




Routing in the Internet, Intra-AS Routing in thédmet: RIP, Intra-AS Routin
in the Internet: OSPF, Inter/AS Routing: BGP, Broast Routing Algorithms
and Multicast.

T1: Chap 4: 4.3-4.7

©Q

Module — 4

Wireless and Mobile Networks Cellular Internet Access: An Overview pi0 Hours
Cellular Network Architecture, 3G Cellular Data Wetrks: Extending the
Internet to Cellular subscribers, On to 4G:LTE,Mpimanagement: Principles
Addressing, Routing to a mobile node, Mobile IP,ngdging mobility in cellular
Networks, Routing calls to a Mobile user, Handaifis GSM, Wireless and
Mobility: Impact on Higher-layer protocols.
T1: Chap: 6:6.4-6.8

Module — 5

Multimedia Networking: Properties of video, properties of Audio, Types| @0 Hours
multimedia Network Applications, Streaming storeideo: UDP Streaming,
HTTP Streaming, Adaptive streaming and DASH, contistribution Networks
case studies:Netflix, You Tube and Kankan.

Network Support for Multimedia: Dimensioning Best-Effort Networks,
Providing Multiple Classes of Service, Diffserv, ri&onnection Quality-of-
Service (QoS) Guarantees: Resource Reservatio@alhéddmission
T1: Chap: 7:7.1,7.2,7.5

Course outcomes The students should be able to:

» Explain principles of application layer protocols

* Recognize transport layer services and infer UDIPTE@P protocols

Classify routers, IP and Routing Algorithms in netlwlayer

Understand the Wireless and Mobile Networks coeelfEE 802.11 Standard
» Describe Multimedia Networking and Network Manageine

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. James F Kurose and Keith W Ross, Computer NetwgyldnTop-Down Approach,
Sixth edition, Pearson,2017 .

Reference Books:

1. Behrouz A Forouzan, Data and Communications and/dl&ing, Fifth Edition,
McGraw Hill, Indian Edition

2. Larry L Peterson and Brusce S Davie, Computer Nedsydifth edition, ELSEVIER

3. Andrew S Tanenbaum, Computer Networks, fifth editiBearson

4. Mayank Dave, Computer Networks, Second edition,gage Learning




DATABASE MANAGEMENT SYSTEM
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS53 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

Practice SQL programming through a variety of dasaproblems.
Demonstrate the use of concurrency and transadticiatabase
Design and build database applications for realdymmoblems.

Provide a strong foundation in database concemtbnblogy, and practice.

Module — 1

Teaching
Hours

Introduction to Databases: Introduction, Characteristics of database appro
Advantages of using the DBMS approach, History afabase application
Overview of Database Languages and ArchitecturedData Models, Schema
and Instances. Three schema architecture and dad&pandence, databa
languages, and interfaces, The Database Systemoemeént.Conceptual Data
Modelling using Entities and Relationships: Entity types, Entity sets
attributes, roles, and structural constraints, Weatity types, ER diagram
examples, Specialization and Generalization.

Textbook 1:Ch 1.1t0 1.8, 2.1t0 2.6, 3.110 3.10

atb,Hours
5.
S,

Sse

)

Module — 2

Relational Model: Relational Model Concepts, Relational Model Coaists
and relational database schemas, Update operati@msactions, and dealin
with constraint violationsRelational Algebra: Unary and Binary relationa
operations, additional relational operations (aggte, grouping, etc.) Exampl
of Queries in relational algebr&apping Conceptual Design into a Logica
Design: Relational Database Design using ER-to-Relatianapping. SQL:

SQL data definition and data types, specifying t@ansts in SQL, retrieval

gueries in SQL, INSERT, DELETE, and UPDATE stateteein SQL,
Additional features of SQL.

10 Hours
19
l
BS

Textbook 1: Ch4.1t0 4.5,5.1t05.3, 6.1 to 6.518Textbook 2: 3.5

Module — 3

SQL : Advances Queries:More complex SQL retrieval queries, Specifyi
constraints as assertions and action triggers, ¥iewSQL, Schema chang
statements in SQLDatabase Application Development:Accessing databast
from applications, An introduction to JDBC, JDBG@ss$es and interfaces, SQ
Stored procedures, Case study: The internet Bogkshternet Applications:

The three-Tier application architecture, The prést@m layer, The Middle Tier

ngo Hours
ye
2S
[,

Textbook 1: Ch7.1to 7.4; Textbook 2: 6.1 t0 6.6,5t0 7.7.

Module — 4

Normalization: Database Design Theor — Introduction to Normalization usinglO Hours

Functional and Multivalued Dependencies: Informasign guidelines fo

relation schema, Functional Dependencies, NormamBEobased on Primary

Keys, Second and Third Normal Forms, Boyce-Coddhibi=orm, Multivalue
Dependency and Fourth Normal Form, Join Dependenare Fifth Norma




Form. Normalization Algorithms: Inference Rules, Equivalence, and Minimal
Cover, Properties of Relational Decompositions, ofillpms for Relational
Database Schema Design, Nulls, Dangling tuples, alteinate Relational
Designs, Further discussion of Multivalued depewdsn and 4NF, Othe
dependencies and Normal Forms

Textbook 1: Ch14.1to0 14.7, 15.1 to 15.6

-

Module — 5

Transaction Processing Introduction to Transaction Processing, Transactib® Hours
and System concepts, Desirable properties of Tchosa, Characterizin
schedules based on recoverability, Characterizimpedules based an
Serializability, Transaction support in SQLConcurrency Control in
Databases:Two-phase locking techniques for Concurrency @ain@oncurrenc
control based on Timestamp ordering, Multiversiomn€urrency contro
techniques, Validation Concurrency control techesjuGranularity of Data
items and Multiple Granularity Lockindntroduction to Database Recovery,
Protocols: Recovery Concepts, NO-UNDO/REDO recovery basedeferred
update, Recovery techniques based on immediatetayp&hadow paging,
Database backup and recovery from catastrophiaréssl
Textbook 1: 20.1 to 20.6, 21.1 to 21.7, 22.1 t0 2222.7.

Course outcomes The students should be able to:

» Identify, analyze and define database objects,reafimtegrity constraints on a
database using RDBMS.

» Use Structured Query Language (SQL) for databasepulation.

» Design and build simple database systems

» Develop application to interact with databases.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. Fundamentals cDatabas«System;, Rame: Elmasri and Shamkant B. Navat|7th
Edition, 2017, Pearson.

2. Database management systems, Ramakrishnan, ankeG&hEdition, 2014,
McGraw Hill

Reference Books:

1. Silberschatz Korth and Sudharshan, Database Sy@terrepts, § Edition, Mc-
GrawHill, 2013.

2. Coronel, Morris, and Rob, Database Principles Foredals of Design,
Implementation and Management, Cengage Learning.201




AUTOMATA THEORY AND COMPUTABILITY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS54 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

Introduce core concepts in Automata and TheoryarhQutation
Identify different Formal language Classes andrtRelationships
Design Grammars and Recognizers for different foterayuages
Prove or disprove theorems in automata theory ukieig properties
Determine the decidability and intractability of i@putational problems

Module - 1

Teaching
Hours

Why study the Theory of Computation, Languages andStrings: Strings,
Languages. A Language Hierarchy, Computatiéimite State Machines
(FSM): Deterministic  FSM, Regular languages, DesigningSME-
Nondeterministic FSMs, From FSMs to Operational t&ys, Simulators fo
FSMs, Minimizing FSMs, Canonical form of Regulandgmages, Finite Stat
Transducers, Bidirectional Transducers.

Textbook 1: Ch 1,2, 3,4, 5.1t0 5.10

10 Hours

=

Module — 2

Regular Expressions (RE): what is a RE?, Kleenle&orem, Applications o
REs, Manipulating and Simplifying REs. Regular @naars: Definition,
Regular Grammars and Regular languages. Regulayuages (RL) and Nor
regular Languages: How many RLs, To show that guage is regular, Closu
properties of RLs, to show some languages are bst R

Textbook 1: Ch 6,7,8:6.1t06.4,7.1,7.2,8d4.8.4

f10 Hours

[€

Module — 3

Context-Free Grammars(CFG): Introduction to Rew@tstems and Gramma
CFGs and languages, designing CFGs, simplifying €F@oving that
Grammar is correct, Derivation and Parse trees, igoity, Normal Forms
Pushdown Automata (PDA): Definition of non-detemistic PDA, Deterministig
and Non-deterministic PDAs, Non-determinism and tiHg] alternative
equivalent definitions of a PDA, alternatives the¢ not equivalent to PDA.
Textbook 1: Ch 11, 12: 11.1t011.8,12.1, 12.2,4212.5, 12.6

r

[e

s10 Hours
|

Module — 4

Context-Free and Non-Context-Free Languages: Whereghe Context-Fre
Languages(CFL) fit, Showing a language is contesd;f Pumping theorem f¢
CFL, Important closure properties of CFLs, Detelistin CFLs. Algorithms ang
Decision Procedures for CFLs: Decidable questidhs,decidable question
Turing Machine: Turing machine model, Representati@anguage acceptabilif
by TM, design of TM, Techniques for TM constructio

Textbook 1: Ch 13: 13.1to 13.5, Ch 14: 14.1, 14 Pextbook 2: Ch 9.1 to 9.6

010 Hours
DI
)

5.
y

Module — 5

Variants of Turing Machines (TM), The model of LareBounded automat;

110 Hours

Decidability: Definition of an algorithm, decidaityl, decidable language

5,




Undecidable languages, halting problem of TM, Rmstespondence problem.
Complexity: Growth rate of functions, the classdsPoand NP, Quantun
Computation: quantum computers, Church-Turing thesi

Textbook 2: Ch 9.7t09.8, 10.1t010.7,12.1,2212.8,12.8.1, 12.8.2

> 3

Course outcomes The students should be able to:

* Acquire fundamental understanding of the core cptscan automata theory
and Theory of Computation

* Learn how to translate between different modelsCaimputation (e.g.,
Deterministic and Non-deterministic and Softwaredels).

» Design Grammars and Automata (recognizers) foedfit language classes
and become knowledgeable about restricted modelsComputation
(Regular, Context Free) and their relative powers.

* Develop skills in formal reasoning and reductionaoproblem to a formal
model, with an emphasis on semantic precision andiseness.

» Classify a problem with respect to different modwl€omputation.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. Elaine Rich, Automata, Computability and Complexit' Edition, Pearson
Education,2012/2013
2. K L P Mishra, N Chandrasekaran™ Bdition, Theory of Computer Science, Phl, 2012.

Reference Books:

1. John E Hopcroft, Rajeev Motwani, Jeffery D Ulimémtyoduction to AutomataTheory,
Languages, and Computation, 3rd Edition, Pearsac&ion, 2013

2. Michael Sipser : Introduction to the Theory of Cartgtion, 3rd edition, Cengage
learning,2013

3. John C Martin, Introduction to Languages and ThedFi of Computation, "3Edition,
Tata McGraw —Hill Publishing Company Limited, 2013

4. Peter Linz, “An Introduction to Formal Languagesl #&utomata”, 3rd Edition, Narosa
Publishers, 1998

5. Basavaraj S. Anami, Karibasappa K G, Formal Laggaand Automata theory, Wiley
India, 2012

6. C K Nagpal, Formal Languages and Automata Theoxyoi@ University press, 2012.




OBJECT ORIENTED MODELING AND DESIGN
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS551 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

given problem.

system.

Describe the concepts involved in Object-Orientedietling and their benefits.
Demonstrate concept of use-case model, sequencel mod state chart model for,

Explain the facets of the unified process approacklesign and build a Softwa

Translate the requirements into implementatiorCibject Oriented design.
Choose an appropriate design pattern to facildateelopment procedure.

re

Module - 1

Teaching
Hours

Introduction, Modelling Concepts and Class Modellig: What is Object
orientation? What is OO development? OO Themegjdinve for usefulness

OO development; OO modelling history. Modelling &=sign technique:

Modelling; abstraction; The Three models. Class 8llay: Object and Clas
Concept; Link and associations concepts; Genetaizaand Inheritance; A
sample class model; Navigation of class models;afsded Class Modelling

Advanced object and class concepts; Associatiors;ehdary associations;
Aggregation; Abstract classes; Multiple inheritanddetadata; Reification;

Constraints; Derived Data; Packages.
Text Book-1: Ch 1, 2, 3and 4

8 Hours
Of

3>

D

Module — 2

UseCase Modelling and Detailed Requirements: OgeryviDetailed object
oriented Requirements definitions; System ProceAsese case/Scenario vie
Identifying Input and outputs-The System sequenagrdm; ldentifying Objec
Behaviour-The state chart Diagram; Integrated Qigeented Models.

Text Book-2:Chapter- 6:Page 210 to 250

v
[

Hours

Module — 3

Process Overview, System Conception and Domainy&igalProcess Overview
Development stages; Development life Cycle; Sys@uomception: Devising
system concept; elaborating a concept; preparipgoblem statement. Doma

Analysis: Overview of analysis; Domain Class modebmain state mode];

Domain interaction model; Iterating the analysis.
Text Book-1:Chapter- 10,11,and 12

v:8 Hours
A
n

Module — 4

Use case Realization :The Design Discipline withip iterations: Objec
Oriented Design-The Bridge between Requirementsiaptementation; Desig
Classes and Design within Class Diagrams; Inteyadiliagrams-Realizing Us
Case and defining methods; Designing with CommuigicaDiagrams; Updating
the Design Class Diagram; Package Diagrams-Stingtuthe Major
Components; Implementation Issues for Thrager Design.

t8 Hours
h
e

J

Text Book-2: Chapter 8: page 292 to 346




Module — 5

Design Patterns: Introduction; what is a desigrtepa®, Describing design8 Hours
patterns, the catalogue of design patterns, Organibhe catalogue, How design
patterns solve design problems, how to select aymgsmtterns, how to use|a
design pattern; Creational patterns: prototype aimgleton (only); structurg
patterns adaptor and proxy (only).

Text Book-3: Ch-1:1.1,1.3,1.4,1.5, 1.6, 1.781Ch-3,Ch-4.

Course outcomes The students should be able to:

» Describe the concepts of object-oriented and ldags modelling.

 Draw class diagrams, sequence diagrams and interadiagrams to solv
problems.

» Choose and apply a befitting design pattern forgikien problem.

1%

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Michael Blaha, James Rumbaugh: Object Orientede¥iog and Design with UML,?
Edition, Pearson Education,2005

2. Satzinger, Jackson and Burd: Object-Oriented Amalgs Design with the Unified
Process, Cengage Learning, 2005.

3. Erich Gamma, Richard Helm, Ralph Johnson and joliesides: Design Patterns |—
Elements of Reusable Object-Oriented Software,
Pearson Education,2007.

Reference Books:

1. Grady Booch et. al.. Object-Oriented Analysis aneésign with Applications'3 |
Edition,Pearson Education,2007.
2. 2.Frank Buschmann, RegineMeunier, Hans RohnerigrP@dommerlad, Michel Stal:
Pattern —Oriented Software Architecture. A systdrpaiterns , Volume 1, John Wiley
and Sons.2007.
3. 3. Booch, Jacobson, Rambaugh : Object-Oriented y&isal and Design with
Applications, & edition, pearson, Reprint 2013




INTRODUCTION TO SOFTWARE TESTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS552 IA Marks 20
Number of Lecture Hours/Week 3 Exam Marks 80
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Differentiate the various testing techniques.

* Analyze the problem and derive suitable test cases.

* Apply suitable technique for designing of flow ghap

» Explain the need for planning and monitoring a pesc
Module — 1 Teaching

Hours

Basics of Software Testin¢ Basic definitions, Software Quality , Requireme
Behaviour and Correctness, Correctness versus HRilia Testing and

Debugging, Test cases, Insights from a Venn diagidentifying test cases

Test-generation Strategies, Test Metrics, Error famidt taxonomies , Levels ¢
testing, Testing and Verification, Static Testing.
Textbook 3: Ch 1:1.2 - 1.5, 3; Textbook 1: Ch 1

8 Hours

Py

Module — 2

Problem Statements Generalized pseudo code, the triangle problem,
NextDate function, the commission problem, the SATSImple Automatig
Teller Machine) problem, the currency convertetu8awindshield wiper
Functional Testing: Boundary value analysis, Robustness testing, \Atarst
testing, Robust Worst testing for triangle probleNextDate problem an
commission problem, Equivalence classes, Equivaléest cases for the triang
problem, NextDate function, and the commission o) Guidelines an
observations, Decision tables, Test cases for tiaagle problem, NextDat
function, and the commission problem, Guidelines @pservations.

Textbook 1: Ch 2,5, 6 & 7, Textbook 2: Ch 3

&Eours

[®X

D =

Module — 3

Fault Based Testing Overview, Assumptions in fault based testing, Mota
analysis,
Structural Testing: Overview, Statement testing, Branch testing, Caoorli
testing, Path testing: DD paths, Test coverage icsetiBasis path testing

guidelines and observations, Data —Flow testingind®n-Use testing, Slicet

based testing, Guidelines and observations

Fault-based adequacy criteria, Variatimrs mutation analysis.

8 Hours

it
)

T2:Chapter 16, 12 T1:Chapter 9 & 10

Module — 4

Test Execution: Overview of test execution, from test case spedtific to test 8 Hours
cases, Scaffolding, Generic versus specific sadifigl Test oracles, Self-checks

as oracles, Capture and repldrocess Framework Basic principles
Sensitivity, redundancy, restriction, partitionsibility, Feedback, the quali
process, Planning and monitoring, Quality goals,péhelability propertie
,Analysis Testing, Improving the process, Orgamiretl factors.

Planning and Monitoring the Process:Quality and process, Test and analysis

strategies and plans, Risk planning, monitoring fitecess, Improving th




process, the quality team.
T2: Chapter 17, 20.

Module — 5

Integration and Componen-Based Software Testing:Overview, Integratior

8 Hours

testing strategies, Testing components and assesni8iystem, Acceptance and

Regression Testing: Overview, System testing, Atzcege testing, Usability
Regression testing, Regression test selection iggobs, Test case prioritizatig
and selective executiohevels of Testing, Integration Testing: Traditional
view of testing levels, Alternative life-cycle mdde The SATM system
Separating integration and system testing, A cldsek at the SATM systen

Decomposition-based, call graph-based, Path-basegrations
T2: Chapter 21 & 22, T1 : Chapter 12 & 13

n

Course outcomes The students should be able to:

» Derive test cases for any given problem
» Compare the different testing techniques
» Classify the problem into suitable testing model

* Apply the appropriate technique for the designl@fvfgraph.

» Create appropriate document for the software artefa

Question paper pattern:
The question paper will have TEN questions.
There will be TWO questions from each module.

Each question will have questions covering alltdpmcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eag

module.

Text Books:

1. Paul C. Jorgensen: Software Testing, A Craftsmapjsroach, 8 Edition, Auerbach

Publications, 2008.

2. Mauro Pezze, Michal Young: Software Testing andlysia — Process, Principles and

Techniques, Wiley India, 2009.

3. Aditya P Mathur: Foundations of Software Testingai3on Education, 2008.

Reference Books:

1. Software testing Principles and Practices — Gopalasy Ramesh, Srinivasan Desikan

nd Edition, Pearson, 2007.

2. Software Testing — Ron Patton, 2nd edition, PeaEstucation, 2004.

3. The Craft of Software Testing — Brian Marrick, Pesn Education, 1995.
4. Anirban Basu, Software Quality Assurance, Testimg lsletrics, PHI, 2015
5

. Naresh Chauhan, Software Testing, Oxford Universiess.

, 2



ADVANCED JAVA AND J2EE
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS553 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» ldentify the need for advanced Java concepts likenkerations and Collections

» Construct client-server applications using Javkso&PI
* Make use of JDBC to access database through JageaRrs
* Adapt servlets to build server side programs

» Demonstrate the use of JavaBeans to develop compbased Java software

Module — 1

Teaching
Hours

Enumerations, Autoboxing and Annotations(metadate: Enumerations
Enumeration fundamentals, the values() and valyeQ¥lethods, java
enumerations are class types, enumerations Inh&rmism, example, typ

wrappers, Autoboxing, Autoboxing and Methods, Awabhg/Unboxing occurs

in Expressions, Autoboxing/Unboxing, Boolean and arebter values
Autoboxing/Unboxing helps prevent errors, A woifdWarning. Annotations
Annotation basics, specifying retention policy, &bing Annotations at ru
time by use of reflection, Annotated element Irded, Using Default valuej
Marker Annotations, Single Member annotations, Bimlannotations.

8 Hours
|
e
D

Module — 2

The collections and Frameworl: Collections Overview, Recent Changes
Collections, The Collection Interfaces, The Coilect Classes, Accessing
collection Via an lIterator, Storing User Definedag8es in Collections, Th
Random Access Interface, Working With Maps, Comjoasa The Collectiorn
Algorithms, Why Generic Collections?, The legacyassles and Interface
Parting Thoughts on Collections.

®Hours
a
e

Module — 3

String Handling :The String Constructors, String Length, Specialingt
Operations, String Literals, String Concatenati@bring Concatenation wit
Other Data Types, String Conversion and toStringCharacter Extractior
charAt( ), getChars( ), getBytes( ) toCharArrag)ting Comparison, equals
and equalsignoreCase( ), regionMatches( ) startkg\}Wand endsWith( ), equal
) Versus ==, compareTo( ) Searching Strings, Maulgf a String, substring(
concat( ), replace( ), trim( ), Data ConversionrgsvalueOf( ), Changing th
Case of Characters Within a String, Additional 18jrMethods, StringBuffer
StringBuffer Constructors, length( ) and capacity( ensureCapacity(
setLength( ), charAt( ) and setCharAt( ), getChaemgpend( ), insert( ), revers
), delete( ) and deleteCharAt( ), replace( ), suixg ), Additional StringBuffer
Methods, StringBuilder
Text Book 1: Ch 15

r 8 Hours
h

- U)
—~~

0]

1)

(




Module — 4

Background; The Life Cycle of a Servlet; Using Tanhcfor Servlet 8 Hours
Development; A simple Servlet; The Servh®l; The Javax.servlet Packag
Reading Servlet Parameter; The Javax.servlet.ldfgkgge; Handling HTTP
Requests and Responses; Using Cookies; Sessiokingadava Server Pages
(JSP): JSP, JSP Tags, Tomcat, Request String, 3¢ssions, Cookies, Session
Objects

Text Book 1: Ch 31 Text Book 2: Ch 11

Module — 5

The Concept of JDBC; JDBC Driver Types; JDBC Pagelsa A Brief Overview 8 Hours
of the JDBC process; Database Connection; Assogighe JDBC/ODBC
Bridge with the Database; Statement Objects; R&stjliTransaction Processing;
Metadata, Data types; Exceptions.
Text Book 2: Ch 06

Course outcomes The students should be able to:

» Interpret the need for advanced Java concept&likenerations and collections in
developing modular and efficient programs

* Build client-server applications and TCP/IP sogketgrams

» lllustrate database access and details for managiomignation using the JDBC API

» Describe how servlets fit into Java-based web apptin architecture

» Develop reusable software components using JavasBea

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:
1. Herbert Schildt: JAVA the Complete Referencl/9th Edition, Tata McGraw Hill
2007.
2. Jim Keogh: J2EE-TheCompleteReference, McGraw BUQ7.

Reference Books:

1. Y. Daniel Liang: Introduction to JAVA Programming’Edition, Pearson Educatio
2007.
2. Stephanie Bodoff et al: The J2EE Tutoridf! Bdition, Pearson Education,2004.

3. Uttam K Roy, Advanced JAVA programming, Oxford Ueisity press, 2015.




ADVANCED ALGORITHMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS554 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Explain principles of algorithms analysis approache

» Compare and contrast a number theoretic baseégtat
» Describe complex signals and data flow in networks

» Apply the computational geometry criteria.

Module — 1 Teaching
Hours

Analysis Technique: Growth functions, Recurrences and solution otiremce| 8 Hours
equations; Amortized analysis: Aggregate, Accoutiand Potential methods,
String Matching Algorithms: Naive Algorithm; Robltarp Algorithm, String
matching with Finite Automata, Knuth-Morris-Prattnda Boyer-Moore
Algorithms

Module — 2

Number Theoretic Algorithms: Elementary notions, @;QModular arithmetic| 8 Hours
Solving modular linear equations, The Chinese rad&i theorem, Powers of an
element RSA Cryptosystem, Primality testing, Intefgetorization, - Huffmar
Codes, Polynomials. FFT-Huffman codes: Conceptsnstcoction, Proot
correctness of Huffman's algorithm; Representatigmolynomials

Module — 3

DFT and FFT efficient implementation of FFT, Graplgorithms, Bellman-Ford 8 Hours
Algorithm Shortest paths in a DAG, Johnson's Aldjon for sparse graphs, Flow
networks and the Ford-Fulkerson Algorithm, Maximbipartite matching.

Module — 4

Computational Geometry-I: Geometric data structursesg, C, Vectors, Points8 Hours
Polygons, Edges Geometric objects in space; Finthiegintersection of a ling
and a triangle, Finding star-shaped polygons usiaggmental insertion.

Module — 5

Computational Geometry-1l: Clipping: Cyrus-Beck ar&ltherland-Hodman8 Hours
Algorithms; Triangulating, monotonic polygons; Cemvhulls, Gift wrapping
and Graham Scan; Removing hidden surfaces

Course outcomes The students should be able to:

* Explain the principles of algorithms analysis agmioes

* Apply different theoretic based strategies to s@k@blems

» lllustrate the complex signals and data flow innaks with usage of tools
» Describe the computational geometry criteria.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eag




module.

Text Books:

1. Thomas H. Cormen et al: Introduction to AlgorithrRsentice Hall India, 1990
2. Michael J. Laszlo: Computational Geometry and CampGraphics in C' Prentice
Hall India, 1996

Reference Books:

1. E. Horowitz, S. Sahni and S. Rajasekaran, Fundatseot Computer Algorithms,
University Press, Second edition, 2007

2. Kenneth A Berman & Jerome L Paul, Algorithms, CagegLearning, First Indian
reprint, 2008




COMPUTER NETWORK LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CSL57 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

» Demonstrate operation of network and its managegmninands
» Simulate and demonstrate the performance of GSMCidA
* Implement data link layer and transport layer prots.

Description (If any):

For the experiments below modify the topology aathmeters set for the experiment and
take multiple rounds of reading and analyze thaltesvailable in log files. Plot necessary
graphs and conclude. UBEKS2/NS3.

Lab Experiments:

PART A

1. Implement three nodes point — to — point networthwluplex links between them.
Set the queue size, vary the bandwidth and finahtimber of packets dropped.

2. Implement transmission of ping messages/trace mwgea network topology
consisting of 6 nodes and find the number of paclledpped due to congestion.

3. Implement an Ethernet LAN using n nodes and setipheltraffic nodes and plot
congestion window for different source / destinatio

4. Implement simple ESS and with transmitting nodewine-less LAN by simulation
and determine the performance with respect to tngsson of packets.

5. Implement and study the performance of GSM on NS2/kKUsing MAC layer) or
equivalent environment.

6. Implement and study the performance of CDMA on W& (Using stack called
Call net) or equivalent environment.

PART B

Implement the following in Java:

7. Write a program for error detecting code using CRCH T (16- bits).

8. Write a program to find the shortest path betwestices using bellman-ford
algorithm.

9. Using TCP/IP sockets, write a client — server ppogto make the client send the f
name and to make the server send back the cormtietits requested file if present.

10.Write a program on datagram socket for client/seteedisplay the messages pn

client side, typed at the server side.
11.Write a program for simple RSA algorithm to encrgptl decrypt the data.
12.Write a program for congestion control using leakigket algorithm.

Study Experiment / Project:

NIL

Course outcomes The students should be able to:

* Analyze and Compare various networking protocols.
» Demonstrate the working of different concepts dfvoeking.

ile




* Implement, analyze and evaluate networking pro®toNS2 / NS3

Conduction of Practical Examination:
1. All laboratory experiments are to be includedgmactical examination.
2. Students are allowed to pick one experiment fpam A and part B with lot.
3. Strictly follow the instructions as printed dretcover page of answer script
4. Marks distribution: Procedure + Conduction +a/i80
Part A: 10+25+5 =40
Part B: 10+25+5 =40
5. Change of experiment is allowed only once antksnallotted to the procedure part to b
made zero.

D




DBMS LABORATORY WITH MINI PROJECT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CSL58 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

« Foundation knowledge in database concepts, techpaad practice to groom
students into well-informed database applicatioretigpers.

« Strong practice in SQL programming through a varadtdatabase problems.

- Develpp database applications using fl-end tools and ba-end DBMS

Description (If any):

PART-A: SQL Programming (Max. Exam Mks. 50
* Design, develop, and implement the specified qaddethe following problems
using Oracle, MySQL, MS SQL Server, or any otheM#Bunder
LINUX/Windows environment.
* Create Schema and insert at least 5 records fortabte. Add appropriate
database constraints.
PART-B: Mini Project (Max. Exam Mks. 30)
* Use Java, C#, PHP, Python, or any other similartfemd tool. All
applications must be demonstrated on desktop/lageapstand-alone or web
based application (Mobile apps on Android/IOS arepermitted.

Lab Experiments:

Part A: SQL Programming

1 | Consider the following schema for a Library Databas
BOOK(Book_id Title, Publisher_Name, Pub_Year)
BOOK_ AUTHORS(Book_id Author_Name)
PUBLISHER(NameAddress, Phone)
BOOK_ COPIES(Book_idBranch_id No-of Copies)
BOOK_LENDING(Book_id Branch_id Card_Ng Date_Out, Due_Date)
LIBRARY_BRANCH(Branch_id Branch_Name, Address)
Write SQL queries to
1. Retrieve details of all books in the library —tidle, name of publisher,
authors, number of copies in each branch, etc.
2. Get the particulars of borrowers who have borromede than 3 books, but
from Jan 2017 to Jun 2017.
3. Delete a book in BOOK table. Update the contentstioér tables to reflect
this data manipulation operation.
4. Partition the BOOK table based on year of publaratDemonstrate its
working with a simple query.
5. Create a view of all books and its number of cofhes are currently
available in the Library.

2 | Consider the following schema for Order Database:
SALESMAN(Salesman_idName, City, Commission)
CUSTOMER(Customer_jdCust_Name, City, Grade, Salesman_id)
ORDERS(Ord_NpPurchase_Amt, Ord_Date, Customer_id, Salesman_id)
Write SQL queries to

1. Count the customers with grades above Bangalove'sage.




Find the name and numbers of all salesman who toad than one customer.

List all the salesman and indicate those who hagdedan’t have customers in

their cities (Use UNION operation.)

4. Create a view that finds the salesman who hasukmer with the highest
order of a day.

5. Demonstrate the DELETE operation by removing saéeswith id 1000. All

his orders must also be deleted.

w N

Consider the schema for Movie Database:

ACTOR(Act_id Act_Name, Act_Gender)
DIRECTOR(Dir_id Dir_Name, Dir_Phone)
MOVIES(Mov_id, Mov_Title, Mov_Year, Mov_Lang, Dir_id)
MOVIE_CAST(Act_id Mov_id, Role)

RATING(Mov_id, Rev_Stars)

Write SQL queries to

1. List the titles of all movies directed by ‘Hitchddc

2. Find the movie names where one or more actors att®gb or more movies.

3. List all actors who acted in a movie before 2000 also in a movie after
2015 (use JOIN operation).

4. Find the title of movies and number of stars faztemovie that has at least
one rating and find the highest number of starsrti@vie received. Sort the
result by movie title.

5. Update rating of all movies directed by ‘Stevenefperg’ to 5.

Consider the schema for College Database:
STUDENT(USN SName, Address, Phone, Gender)
SEMSEC(SSIDSem, Sec)
CLASS(USN SSID)
SUBJECT(SubcodeTitle, Sem, Credits)
IAMARKS(USN, SubcodeSSID Testl, Test2, Test3, FinallA)
Write SQL queries to
1. List all the student details studying in fourth sster ‘C’ section.
2. Compute the total number of male and female stgdergach semester and in
each section.
3. Create a view of Testl marks of student USN ‘1BI$%Q1’ in all subjects.
4. Calculate the FinallA (average of best two testkspand update the
corresponding table for all students.
5. Categorize students based on the following criterio
If FinallA = 17 to 20 then CAT = ‘Outstanding’
If FinallA = 12 to 16 then CAT = ‘Average’
If FinallA< 12 then CAT = ‘Weak’
Give these details only fof"&emester A, B, and C section students.

Consider the schema for Company Database:
EMPLOYEE(SSN Name, Address, Sex, Salary, SuperSSN, DNo)
DEPARTMENT(DNg DName, MgrSSN, MgrStartDate)
DLOCATION(DNo,DL0oc)
PROJECT(PNpPName, PLocation, DNO0)
WORKS_ON(SSNPNg Hours)
Write SQL queries to
1. Make a list of all project numbers for projectsttimvolve an employee
whose last name is ‘Scott’, either as a workersoa amanager of the
department that controls the project.




2. Show the resulting salaries if every employee waglon the ‘loT’ project is
given a 10 percent raise.

3. Find the sum of the salaries of all employees ef tcounts’ department, as
well as the maximum salary, the minimum salary, taedaverage salary in
this department

4. Retrieve the name of each employee who works ahalprojects
controlledby department number 5 (use NOT EXIST& ator).

5. For each department that has more than five emefyyetrieve the
department number and the number of its employéesare making more
than Rs. 6,00,000.

Part B: Mini project

* For any problem selected, write the ER Diagram|yaBR-mapping rules,
normalize the relations, and follow the applicateavelopment process.

» Make sure that the application should have fivenore tables, at least one
trigger and one stored procedure, using suitablaénd tool.

* Indicative areas include; health care, educatmhstry, transport, supply chain,
etc.

Course outcomes The students should be able to:

» Create, Update and query on the database.
» Demonstrate the working of different concepts ofNDIB
* Implement, analyze and evaluate the project deeeldpr an application.

Conduction of Practical Examination:
1. All laboratory experiments from part A are to beluded for practical
examination.
Mini project has to be evaluated for 30 Marks.
Report should be prepared in a standard formatpbesl for project work.
Students are allowed to pick one experiment froenldi
Strictly follow the instructions as printed on th@ver page of answer script.
Marks distribution:
a) Part A: Procedure + Conduction + Viva:10 + 35 +B #arks
b) Part B: Demonstration + Report + Viva voce = 15+1®+= 30 Marks
7. Change of experiment is allowed only once and mallksted to the procedure
part to be made zero.
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PROGRAMMING IN JAVA
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS561 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Learn fundamental features of object oriented lagguand JAVA

* Set up Java JDK environment to create, debug andinuple Java programs.

» Learn object oriented concepts using programmiragrgxes.

» Study the concepts of importing of packages aneptikan handling mechanism,
» Discuss the String Handling examples with Objegeed concepts.

Module — 1 Teaching
Hours

An Overview of Java: Object-Oriented Programmingdsigst Simple Program, A8 Hours
Second Short Program, Two Control Statements, UBlagks of Code, Lexical
Issues, The Java Class Libraries, Data Types, Magaand Arrays: Java Is|a
Strongly Typed Language, The Primitive Types, Ietsg Floating-Point Types,
Characters, Booleans, A Closer Look at Literalsjatdes, Type Conversion and
Casting, Automatic Type Promotion in Expressionstags, A Few Word
About Strings

Text book 1: Ch 2, Ch 3

Module — 2

Boolean Logical Operators, The Assignment Operdtbe ? Operator, Operatpr
Precedence, Using Parentheses, Control Statendaness Selection Statements,
Iteration Statements, Jump Statements.
Text book 1: Ch 4, Ch 5

Operators: Arithmetic Operators, The Bitwise Opangt Relational OperatorEB Hours

Module — 3

Introducing Classes: Class Fundamentals, Decla@bppcts, Assigning Object8 Hours
Reference Variables, Introducing Methods, Constmsgt The this Keyword,
Garbage Collection, The finalize( ) Method, A Staclass, A Closer Look at
Methods and Classes: Overloading Methods, Usingddbas Parameters, (A
Closer Look at Argument Passing, Returning ObjeBiscursion, Introducing
Access Control, Understanding static, Introducingalf Arrays Revisited,
Inheritance: Inheritance, Using super, Creating altiMvel Hierarchy, Wher
Constructors Are Called, Method Overriding, Dynariethod Dispatch, Using
Abstract Classes, Using final with Inheritance, Digect Class.
Text book 1: Ch 6, Ch 7.1-7.9, Ch 8.

Module — 4

Packages andnterfaces: Packages, Access Protection, Imporfagkages 8 Hours
Interfaces, Exception Handling: Exception-HandliRgndamentals, Exceptign
Types, Uncaught Exceptions, Using try and catchltipla catch Clauses,
Nested try Statements, throw, throws, finally, Jav8uilt-in Exceptions,
Creating Your Own Exception Subclasses, Chained efgbans, Using
Exceptions.

Text book 1: Ch 9, Ch 10




Module — 5

Enumerations, Type Wrappers, /O, Applets, andeOfhopics: 1/0O Basics, 8 Hours
Reading Console Input, Writing Console Output, Phi@atWriter Class, Reading
and Writing Files, Applet Fundamentals, The tramisi@nd volatile Modifiers
Using instanceof, strictfp, Native Methods, Usisgert, Static Import, Invoking
Overloaded Constructors Through this( ), String dlisgy: The String
Constructors, String Length, Special String Operaj Character Extractio
String Comparison, Searching Strings, Modifying @in§, Data Conversion
Using valueOf( ), Changing the Case of CharacteithiVa String , Additiona
String Methods, StringBuffer, StringBuilder.

Text book 1: Ch 12.1,12.2, Ch 13, Ch 15

Course outcomes The students should be able to:

» Explain the object-oriented concepts and JAVA.
» Develop computer programs to solve real world potd in Java.
» Develop simple GUI interfaces for a computer progta interact with users

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Herbert Schildt, Java The Complete Reference, dttida, Tata McGraw Hill, 2007.
(Chapters 2, 3, 4,5, 6,7, 8, 9,10, 12,13,15)

Reference Books:

1. Mahesh Bhave and Sunil Patekar, "Programming vata'J First Edition, Pearson
Education,2008, ISBN:9788131720806

2. Rajkumar Buyya,S Thamarasi selvi, xingchen chug@igriented Programming with
java, Tata McGraw Hill education private limited.

3. E Balagurusamy, Programming with Java A primeraT™tGraw Hill companies.

4. Anita Seth and B L Juneja, JAVA One step Ahead o@kfJniversity Press, 2017.




ARTIFICIAL INTELLIGENCE
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS562 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Identify the problems where Al is required and diféerent methods available
» Compare and contrast different Al techniques abéala
» Define and explain learning algorithms

Module — 1 Teaching
Hours

What is artificial intelligence?, Problems, Probl&paces and search, Heurist® Hours
search technique
TextBookl: Ch 1,2 and 3

Module — 2

Knowledge Representation Issues, Using Predicate Logic, Representin® Hours
knowledge using Rules,
TextBoookl: Ch 4, 5 and 6.

Module — 3

Symbolic Reasoning under Uncertainty, Statistiedsoning, Weak Slot and® Hours
Filter Structures.
TextBoookl1: Ch 7, 8 and 9.

Module — 4

Strong slot-and-filler structures, Game Playing. 8 Hours
TextBoookl: Ch 10 and 12

Module — 5

Natural Language Processing, Learning, Expert 8yste 8 Hours

TextBookl1: Ch 15,17 and 20

Course outcomes The students should be able to:

* Identify the Al based problems

* Apply techniques to solve the Al problems

» Define learning and explain various learning teques
» Discuss on expert systems

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:

1. E. Rich, K. Knight & S. B. Nair - Artificial Intdigence, 3/e, McGraw Hill.

Reference Books:

1. Artificial Intelligence: A Modern Approach, StuaRusell, Peter Norving, Pears
Education 2nd Edition.




. Dan W. Patterson, Introduction to Artificial Intgknce and Expert Systems
Prentice Hal of India.

. G. Luger, “Artificial Intelligence: Structures ar@trategies for complex problem
Solving”, Fourth Edition, Pearson Education, 2002.

. Artificial Intelligence and Expert Systems Develoggmhby D W Rolston-Mc Graw
hill.

. N.P. Padhy “Atrtificial Intelligence and Intellige®ystems” , Oxford University
Press-2015




EMBEDDED SYSTEMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS563 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Provide a general overview of Embedded Systems

* Show current statistics of Embedded Systems

* Design, code, compile, and test real-time software

» Integrate a fully functional system including haste and software.

Module - 1

Teaching
Hours

Introduction to embedded systemsEmbedded systems, Processor embeg
into a system, Embedded hardware units and device system, Embedde
software in a system, Examples of embedded syst&asjgn process i
embedded system, Formalization of system desigsjgDeprocess and desig
examples, Classification of embedded systems,ssialfjuired for an embeddé
system designer.

I@Hours
d
n
N
od

Module — 2

Devices and communication buses for devices networlO types and example,8 Hours

Serial communication devices, Parallel device po@sphisticated interfacin

features in device ports, Wireless devices, Timad aounting devices,
Watchdog timer, Real time clock, Networked embeddggtems, Serial bus

communication protocols, Parallel bus device proi®parallel communicatio

internet using ISA, PCI, PCI-X and advanced bus#sfrnet enabled systems-

network protocols, Wireless and mobile system it

Module — 3

Device drivers and interrupts and service mechanismProgramming-1/0O
busy-wait approach without interrupt service medran ISR concept, Interrug
sources, Interrupt servicing (Handling) Mechanidfujtiple interrupts, Contex
and the periods for context switching, interruptteteey and deadling
Classification of processors interrupt service na@idm from Context-savin
angle, Direct memory access, Device driver progralgm

8 Hours
Dt

Module — 4

Inter process communication and synchronization oprocesses, Threads an
tasks Multiple process in an application, Multiple thds in an applicatior
Tasks, Task states, Task and Data, Clear-cut distmbetween functions. ISR
and tasks by their characteristics, concept andapkores, Shared data, Intg
process communication, Signal function, Semaphonetions, Message Que

functions, Mailbox functions, Pipe functions, Sockenctions, RPC functions.

Module — 5

Real-time operating system: OS Services, Process management, Tinderours

functions, Event functions, Memory management, BPevifile and 10
subsystems management, Interrupt routines in RTi@8amment and handlin

of interrupt source calls, Real-time operating ey, Basic design using an
RTOS, RTOS task scheduling models, interrupt latemd response of the tagks




as performance metrics, OS security issues. Inttomuto embedded software
development process and tools, Host and target imes;hLinking and locatiof
software.

-

Course outcomes The students should be able to:

» Distinguish the characteristics of embedded commytstems.

» Examine the various vulnerabilities of embedded pat@r systems.
» Design and develop modules using RTOS.

* Implement RPC, threads and tasks

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. Raj Kamal, “Embedded Systems: Architecture, Prognarg, and Design” % / 3°
edition , Tata McGraw hill-2013.

Reference Books:

1. Marilyn Wolf, “Computer as Components, PrincipldsEanbedded Computing Syste

m

Design” 3% edition, Elsevier-2014.




DOT NET FRAMEWORK FOR APPLICATION DEVELOPMENT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS564 IA Marks

20

Number of Lecture Hours/Week 3 Exam Marks

80

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Course objectives This course will enable students to

* Inspect Visual Studio programming environment aondiset designed to buil

applications for Microsoft Windows

* Understand Object Oriented Programming concep@fiprogramming language.

* Interpret Interfaces and define custom interfacespplication.
* Build custom collections and generics in C#
» Construct events and query data using query express

o

Module — 1

Teaching
Hours

Introducing Microsoft Visual C# and Microsoft Visual Studio 2015:
Welcome to C#, Working with variables, operatorsl axpressions, Writin
methods and applying scope, Using decision statemdnsing compoun
assignment and iteration statements, Managingsear exceptions

T1: Chapter 1 — Chapter 6

8 Hours

J
)

Module — 2

Understanding the C# object model:Creating and Managing classes &
objects, Understanding values and references, iGgeatalue types with
enumerations and structures, Using arrays

Textbook 1: Ch 7 to 10

r8Hours

Module — 3

Understanding parameter arrays, Working with irtaade, Creating interface
and defining abstract classes, Using garbage tiofeand resource managemse
Textbook 1: Ch 11 to 14

8 Hours
nt

Module — 4

Defining Extensible Types with C#:Implementing properties to access fiel
Using indexers, Introducing generics, Using coltetd
Textbook 1: Ch 15to 18

d8,Hours

Module — 5

Enumerating Collections, Decoupling application itognd handling events
Querying in-memory data by using query expressiOpgrator overloading

5,8 Hours

Textbook 1: Ch 19 to 22

Course outcomes The students should be able to:

» Build applications on Visual Studio .NET platforny bnderstanding the syntax a

semantics of C#
* Demonstrate Object Oriented Programming concep@3fiprogramming

» Design custom interfaces for applications and legerthe available built-in interfac

in building complex applications.
» lllustrate the use of generics and collections#nh C

language

» Compose queries to query in-memory data and defireoperator behaviour

v

ES

Question paper pattern:




The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering alltdpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:

1. John Sharp, Microsoft Visual C# Step by SteJ,E8ition, PHI Learning Pvt. Ltd.
2016

Reference Books:

1. Christian Nagel, “C# 6 and .NET Core 1.0", 1st kdtif Wiley India Pvt Ltd, 2016.
Andrew Stellman and Jennifer Greene, “Head First Grdl Edition, O'Reilly
Publications, 2013.

Mark Michaelis, “Essential C# 6.0”, 5th Edition,d@son Education India, 2016.
Andrew Troelsen, “Prof C# 5.0 and the .NET 4.5 Feauork”, 6th Edition, Apress and
Dreamtech Press, 2012.

wn




CLOUD COMPUTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS565 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

Contrast various programming models used in clamdputing
Choose appropriate cloud model for a given apptioat

Explain the technology and principles involved uiléhing a cloud environment.

Module - 1

Teaching
Hours

Introduction ,Cloud Computing at a Glance, The dfisiof Cloud Computing
Defining a Cloud, A Closer Look, Cloud Computing f&ence Model
Characteristics and Benefits, Challenges Ahead,toHisl Developments
Distributed Systems, Virtualization, Web 2.0, SesvOriented Computing
Utility-Oriented Computing, Building Cloud Compngff Environments
Application Development, Infrastructure and Systeavelopment, Computin
Platftorms and Technologies, Amazon Web Services $AW Google
AppEngine, Microsoft Azure, Hadoop, Force.com analeSorce.com
Manjrasoft Aneka

Virtualization, Introduction, Characteristics of riialized, Environment
Taxonomy of Virtualization Techniques, Executionrt\Malization, Other Type
of Virtualization, Virtualization and Cloud Compuog, Pros and Cons (
Virtualization, Technology

, 8 Hours

(22

Module — 2

Cloud Computing Architecture, Introduction, Cloud efBrence Model
Architecture, Infrastructure / Hardware as a SeyiPlatform as a Servic
Software as a Service, Types of Clouds, Public @otrivate Clouds, Hybri
Clouds, Community Clouds, Economics of the Clouge® Challenges, Clou
Definition, Cloud Interoperability and Standardsafability and Fault Toleranc
Security, Trust, and Privacy Organizational Aspects

Aneka: Cloud Application Platform, Framework Ovemwi Anatomy of the

Aneka Container, From the Ground Up: Platform Addion Layer, Fabric¢

Services, foundation Services, Application ServidBsilding Aneka Clouds
Infrastructure Organization, Logical Organizatidrivate Cloud Deploymer
Mode, Public Cloud Deployment Mode, Hybrid Cloudplyment Mode, Cloug
Programming and Management, Aneka SDK, Managemawis T

8 Hours

d!
d
e

—

)

Module — 3

Concurrent Computing: Thread Programming, Introdgd?arallelism for Singlé¢
Machine Computation, Programming Applications withreads, What is

Thread?, Thread APIs, Techniques for Parallel Cdatfmn with Threads
Multithreading with Aneka, Introducing the Threatbramming Model, Aneks
Thread vs. Common Threads, Programming Applicatwits Aneka Threads

28 Hours
A

55

Aneka Threads Application Model, Domain Decompositi Matrix
Multiplication, Functional Decomposition: Sine, @us and Tangent.
High-Throughput Computing: Task Programming, Taskom@uting,




Characterizing a Task, Computing Categories, Frammewfor Task Computing
Task-based Application Models, Embarrassingly RaralApplications,
Parameter Sweep Applications, MPI Applications, Wiow Applications with
Task Dependencies, Aneka Task-Based Programmingk TRrogramming
Model, Developing Applications with the Task Mod&leveloping Parameter
Sweep Application, Managing Workflows.

Module — 4

Data Intensive Computing: Map-Reduce Programmingat\'s Data-Intensive8 Hours
Computing?, Characterizing Data-Intensive Compoati Challenges Ahead,
Historical Perspective, Technologies for Data-lste@ Computing, Storage
Systems, Programming Platforms, Aneka MapReducgr&mming, Introducin

the MapReduce Programming Model, Example Applicatio

Module — 5

Cloud Platforms in Industry, Amazon Web Servicesmpute Services, Storag® Hours
Services, Communication Services, Additional SawjcGoogle AppEngine,
Architecture and Core Concepts, Application Lifeedy Cost Model
Observations, Microsoft Azure, Azure Core Conce@QL Azure, Windows
Azure Platform Appliance.

Cloud Applications Scientific Applications, Healtre: ECG Analysis in th
Cloud, , Social Networking, Media Applications, Niplayer Online Gaming.

(%)

Course outcomes The students should be able to:

* Explain the concepts and terminologies of cloud potimg
» Demonstrate cloud frameworks and technologies

» Define data intensive computing

» Demonstrate cloud applications

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.

Text Books:
1. Rajkumar Buyya, Christian Vecchiola, and ThamaraelviS Mastering
Cloud. Computing McGraw Hill Education

Reference Books:

NIL




CRYPTOGRAPHY, NETWORK SECURITY AND CYBER LAW
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS61 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

» Explain the concepts of Cyber security

» lllustrate key management issues and solutions.

* Familiarize with Cryptography and very essentigbalthms
» Introduce cyber Law and ethics to be followed.

Module — 1 Teaching
Hours

Introduction - Cyber Attacks, Defence Strategiesl arechniques, Guiding10 Hours
Principles, Mathematical Background for CryptognaphModulo Arithmetic’s,
The Greatest Comma Divisor, Useful Algebraic Stites, Chinese Remainder
Theorem, Basics of Cryptography - Preliminariegententary Substitution
Ciphers, Elementary Transport Ciphers, Other CipReaperties, Secret Key
Cryptography — Product Ciphers, DES Construction

Module — 2

Public Key Cryptography and RSA — RSA OperationgyMdoes RSA Work?, 10 Hours
Performance, Applications, Practical Issues, Pukéy Cryptography Standard
(PKCS), Cryptographic Hash - Introduction, Proies; Construction,
Applications and Performance, The Birthday Attabiscrete Logarithm and its
Applications - Introduction, Diffie-Hellman Key [Ekange, Other Applications

Module — 3

Key Management - Introduction, Digital Certifieat Public Key Infrastructure,10 Hours
Identity—based Encryption, Authentication—I - Omay Authentication, Mutual
Authentication, Dictionary Attacks, Authenticatior 1l — Centalise
Authentication, The Needham-Schroeder Protocolp&ers, Biometrics, IPSec-
Security at the Network Layer — Security at Differdayers: Pros and Cons,

IPSec in Action, Internet Key Exchange (IKE) PratipcSecurity Policy an

IPSEC, Virtual Private Networks, Security at theafdsport Layer - Introduction,

SSL Handshake Protocol, SSL Record Layer ProtoOplenSSL.

Module — 4

IEEE 802.11 Wireless LAN Security -  Backgroundutientication, 10 Hours
Confidentiality and Integrity, Viruses, Worms, a@dher Malware, Firewalls -
Basics, Practical Issues, Intrusion Prevention Betection - Introduction),
Prevention Versus Detection, Types of Instructioetddtion Systems, DDoS
Attacks Prevention/Detection, Web Service Securityiotivation, Technologies
for Web Services, WS- Security, SAML, Other Staxdar

Module — 5

IT act aim and objectives, Scope of the act, Majtwncepts, Important10 Hours
provisions, Attribution, acknowledgement, and dispaof electronic records,
Secure electronic records and secure digital sigest Regulation of certifying
authorities: Appointment of Controller and Otheffiadrs, Digital Signature
certificates, Duties of Subscribers, Penalties afjudication, The cyber




regulations appellate tribunal, Offences, Netwoekvige providers not to be
liable in certain cases, Miscellaneous Provisions.

Course outcomes The students should be able to:

» Discuss cryptography and its need to various agpins
» Design and develop simple cryptography algorithms
» Understand cyber security and need cyber Law

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:

1. Cryptography, Network Security and Cyber Laws —aed Menezes, Cengage
Learning, 2010 edition (Chapters-1,3,4,5,6,7,8,9102,13,14,15,19(19.1-
19.5),21(21.1-21.2),22(22.1-22.4),25

Reference Books:

1. Cryptography and Network Security- Behrouz A ForamyzDebdeep Mukhopadhya
Mc-GrawHill, 3¢ Edition, 2015

2. Cryptography and Network Security- William StallijgPearson Education,"]
Edition

3. Cyber Law simplified- Vivek Sood, Mc-GrawHill, $reprint , 2013

4. Cyber security and Cyber Laws, Alfred Basta, Naddasta, Mary brown, ravindr

kumar, Cengage learning




COMPUTER GRAPHICS AND VISUALIZATION
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS62 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

* Explain hardware, software and OpenGL Graphics iRvies.

» lllustrate interactive computer graphic using thee@GL.

» Design and implementation of algorithms for 2D dpiap Primitives and attributes.
» Demonstrate Geometric transformations, viewing ot 2D and 3D objects.

* Infer the representation of curves, surfaces, Cahar lllumination models

Module — 1 Teaching
Hours

Overview: Computer Graphics and OpenGL: Computer Graphics:Basics pflO Hours
computer graphics, Application of Computer Graphigleo Display Devices
Random Scan and Raster Scan displays, color CRTtengFlat panel displays.
Raster-scan systems: video controller, raster s@asplay processor, graphics
workstations and viewing systems, Input deviceaphics networks, graphics on
the internet, graphics software. OpenGL: Introductio OpenGL ,coordinate
reference frames, specifying two-dimensional waddrdinate reference frames
in OpenGL, OpenGL point functions, OpenGL line ftioks, point attributes,
line attributes, curve attributes, OpenGL pointilatite functions, OpenGL lin
attribute functions, Line drawing algorithms(DDA, reBenham’s), circl
generation algorithms (Bresenham’s).

Text-1:Chapter -1: 1-1 to 1-9,2-1 to 2-9 (Excludin@-5),3-1 to 3-5,3-9,3-20

Module — 2

Fill area Primitives, 2D Geometric Transformations and 2D viewing: Fill | 10 Hours
area Primitives: Polygon fill-areas, OpenGL polydinarea functions, fill are

attributes, general scan line polygon fill algomthOpenGL fill-area attribut
functions. 2DGeometric Transformations: Basic 28ofaetric Transformations,

matrix representations and homogeneous coordinatesrse transformations,
2DComposite transformations, other 2D transfornmetioraster methods for
geometric transformations, OpenGL raster transfaong, OpenGL geometri
transformations function, 2D viewing: 2D viewingopline, OpenGL 2D viewing
functions.

Text-1:Chapter 3-14 to 3-16,4-9,4-10,4-14,5-1 t0/”5-17,6-1,6-4

Module — 3

Clipping,3D Geometric Transformations, Color and llumination Models: | 10 Hours
Clipping: clipping window, normalization and viewpdransformations, clippin
algorithms,2D point clipping, 2D line clipping algihms: cohen-sutherland lin
clipping only -polygon fill area clipping: Suthend-Hodgeman polygon clippin
algorithm only.3DGeometric Transformations: 3D slation, rotation, scaling
composite 3D transformations, other 3D transforamej affine transformation
OpenGL geometric transformations functions. Colardéls: Properties of ligh
color models, RGB and CMY color models. llluminatiModels: Light sources,
basic illumination models-Ambient light, diffuseflextion, specular and phong

Q o™~
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model, Corresponding openGL functions.
Text-1:Chapter :6-2 to 6-08 (Excluding 6-4),5-9 td®-17(Excluding 5-15),12-
1,12-2,12-4,12-6,10-1,10-3

Module — 4

3D Viewing and Visible Surface Detection3DViewing:3D viewing concepts,10 Hours
3D viewing pipeline, 3D viewing coordinate paramete Transformation from
world to viewing coordinates, Projection transfotim@a, orthogonal projections,
perspective projections, The viewport transformagmd 3D screen coordinates.
OpenGL 3D viewing functions. Visible Surface Deteat Methods:
Classification of visible surface Detection alglnits, back face detection, depth
buffer method and OpenGL visibility detection funas.

Text-1:Chapter: 7-1 to 7-10(Excluding 7-7), 9-1 t®-3, 9-14

Module — 5

Input& interaction, Curves and Computer Animation: Input and Interaction: 10 Hours
Input devices, clients and servers, Display LiStsplay Lists and Modelling,
Programming Event Driven Input, Menus Picking, Bunb Interactive Model
Animating Interactive programs, Design of Intereeti programs, Logi
operations .Curved surfaces, quadric surfaces, GpeQuadric-Surface an
Cubic-Surface Functions, Bezier Spline Curves, &egurfaces, OpenGL curye
functions. Corresponding openGL functions.
Text-1:Chapter :8-3 to 8-6 (Excluding 8-5),8-9,84,8-11,3-8,8-18,13-11,3-
2,13-3,13-4,13-10

Text-2:Chapter 3: 3-1 to 3.11: Input& interaction

Course outcomes The students should be able to:

* Design and implement algorithms for 2D graphicengiives and attributes.

* lllustrate Geometric transformations on both 2D 8Bdobjects.

* Apply concepts of clipping and visible surface @&t in 2D and 3D viewing, and
lllumination Models.

» Decide suitable hardware and software for devetpgnaphics packages using
OpenGL.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. Donald Hearn & Pauline Baker: Computer Graphichv@penGL Version,3/ 4"
Edition, Pearson Education,2011

2. Edward Angel: Interactive Computer Graphics- A Tagwvn approach with OpenGl
5" edition. Pearson Education, 2008

Reference Books:

1. James D Foley, Andries Van Dam, Steven K Feindm JoHuges Computer graphi
with OpenGL: pearson education

2. Xiang, Plastock : Computer Graphics , sham’s patieries, ¥ edition, TMG.

3. Kelvin Sung, Peter Shirley, steven Baer : IntexactComputer Graphics, concef
and applications, Cengage Learning

DES

4. M M Raiker, Computer Graphics using OpenGL, Figarning/Elsevier




SYSTEM SOFTWARE AND COMPILER DESIGN
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)

SEMESTER - VI

Subject Code 15CS63 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

» Define System Software such as Assemblers, Loalesers and Macroprocessors
* Familiarize with source file, object file and extathle file structures and libraries

(@)

» Describe the front-end and back-end phases of demand their importance ft
students
Module — 1 Teaching

Hours

Introduction to System Software, Machine Architeetwf SIC and SIC/XE|. 10 Hours
Assemblers:Basic assembler functions, machine dependent assefebtures
machine independent assembler features, assembksignd options
Macroprocessors:Basicmacro processor functions,

Text book 1: Chapter 1. 1.1,1.2,1.3.1,1.3.2, Chap® : 2.1-2.4,Chapter4:
4.1.1,4.1.2

Module — 2

Loaders and Linkers: Basic Loader Functiondviachine Dependent Loaded O Hours
Features, Machine Independent Loader Features, eco@esign Options,
Implementation Examples.

Text book 1 : Chapter 3 ,3.1 -3.5

Module — 3

Introduction: Language Processors, The structure of a compilex,evaluation 10 Hours
of programming languages, The science of buildioghmler, Applications of
compiler technology, Programming language basics

Lexical Analysis: The role of lexical analyzer, Input buffering, $ijeations of
token, recognition of tokens, lexical analyzer gatw, Finite automate.

Text book 2:Chapter1 1.1-1.6 Chapter3 B—3.6

Module — 4

Syntax Analysis: Introduction, Role Of Parsers, teghFree Grammars, Writingl0 Hours
a grammar, Top Down Parsers, Bottom-Up Parsers;a@pePrecedence Parsing
Text book 2: Chapter4 4.14.24.34.4454.6 Textbook1:5.1.3

Module — 5

Syntax Directed Translation, Intermediate code geim®, Code generation 10 Hours
Text book 2: Chapter 5.1,5.2,5.3, 6.1, 6.2, 88.2

Course outcomes The students should be able to:

* Explain system software such as assemblers, lgddemrs and macroprocessors
» Design and develop lexical analyzers, parsers add generators
» Utilize lex and yacc tools for implementing diffeteconcepts of system software




Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. System Software by Leland. L. Beck, D Manjuld,elition, 2012

2. Compilers-Principles, Techniques and Tools by Alfk¢ Aho, Monica S. Lam, Ravi

Sethi, Jeffrey D. Ullman. Pearsor? &dition, 2007

Reference Books:

1. Systems programming — Srimanta Pal , Oxford uniyepsess, 2016

2. System programming and Compiler Design, K C Loudsngage Learning
3. System software and operating system by D. M. Dhered TMG
4

. Compiler Design, K Muneeswaran, Oxford Universitg$3 2013.




OPERATING SYSTEMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS64 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

Introduce concepts and terminology used in OS
Explain threading and multithreaded systems
lllustrate process synchronization and concepteddiock

techniques

Introduce Memory and Virtual memory management Bjlstem and storage

Module — 1

Teaching
Hours

Introduction to operating systems, System structure: What operating systen
do; Computer System organization; Computer Systerhitacture; Operatin
System structure; Operating System operations;e8smanagement; Memo
management; Storage management; Protection anditgelustributed system
Special-purpose systems; Computing environmentgrddpg System Service
User - Operating System interface; System callge§yof system calls; Syste
programs; Operating system design and implementat@perating Systen
structure; Virtual machines; Operating System gatnan; System bootProcess

Management Process concept; Process scheduling; Operationpracesses|

Inter process communication

s10 Hours
J

ry
S

m

=}

Module — 2

Multi -threaded Programming: Overview; Multithreading models; Thred
Libraries; Threading issues. Process SchedulingicBaoncepts; Schedulin
Criteria; Scheduling Algorithms; Multiple-processoscheduling; Threa
scheduling. Process Synchronization: Synchronization: The critical sectid
problem; Peterson’s solution; Synchronization handy Semaphores; Classic
problems of synchronization; Monitors.

1d.0 Hours

g9
)
n

ral

Module — 3

Deadlocks :Deadlocks; System model; Deadlock characterizafibethods for
handling deadlocks; Deadlock prevention; Deadlocloidance; Deadloc
detection and recovery from deadlocklemory Management: Memory

management strategies: Background; Swapping; Qenigymemory allocation,;

Paging; Structure of page table; Segmentation.

10 Hours
K

Module — 4

Virtual Memory Managemen: Background; Demand paging; Copy-on-wri
Page replacement; Allocation of frames; Thrashingile System,
Implementation of File System:File system: File concept; Access methg
Directory structure; File system mounting; File ashg; Protection
Implementing File system: File system structurde Rystem implementatior

ite:0 Hours

ds;

Directory implementation; Allocation methods; Feggace management.

Module — 5

Secondary Storage Structures, Protection:Mass storage structures; DiskO Hours




structure; Disk attachment; Disk scheduling; Disknagement; Swap space
management. Protection: Goals of protection, Rplasiof protection, Domain ¢
protection, Access matrix, Implementation of accessrix, Access control,
Revocation of access rights, Capability- BasedesystCase Study: The Linux
Operating System: Linux history; Design principles; Kernel moduld3rocess
management; Scheduling; Memory Management; Fileesys Input and output;
Inter-process communication. r

—n

Courseoutcomes The students should be able to:

» Demonstrate need for OS and different types of OS

* Apply suitable techniques for management of deifieresources

» Use processor, memory, storage and file system @

» Realize the different concepts of OS in platfornusége through case studies

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. Abraham Silberschatz, Peter Baer Galvin, Greg Gagperating System Principle® 7
edition, Wiley-India, 2006.

Reference Books

1. Ann McHoes Ida M Fylnn, Understanding Operatingt8ys Cengage Learning"6
Edition

2. D.M Dhamdhere, Operating Systems: A Concept Baggatdach 3rd Ed, McGraw-
Hill, 2013.

3. P.C.P. Bhatt, An Introduction to Operating Syste@ancepts and Practice 4th Edition
PHI(EEE), 2014.

4. William Stallings Operating Systems: Internals &wesign Principles, 6th Edition,
Pearson.




DATA MINING AND DATA WAREHOUSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS651 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Define multi-dimensional data models.
» Explain rules related to association, classificaand clustering analysis.
» Compare and contrast between different classifoaind clustering algorithms

Module — 1 Teaching
Hours

Data Warehousin¢ & modeling: Basic Concepts: Data Warehousing:| 8 Hours
multitier Architecture, Data warehouse models: Eirise warehouse, Data mart
and virtual warehouse, Extraction, Transformatiowl doading, Data Cube: A
multidimensional data model, Stars, Snowflakes dract constellations:
Schemas for multidimensional Data models, Dimerssidrhe role of concey
Hierarchies, Measures: Their Categorization and paation, Typical OLAP,
Operations.

—

Module — 2

Data warehouse implementation& Data mining: Efficient Data Cube 8 Hours
computation: An overview, Indexing OLAP Data: Bitmendex and join index,
Efficient processing of OLAP Queries, OLAP servechitecture ROLAP versus
MOLAP Versus HOLAP.: Introduction: What is data mining, Challenges, Data
Mining Tasks, Data: Types of Data, Data QualitytdDRreprocessing, Measures
of Similarity and Dissimilarity,

Module — 3

Association Analysis Association Analysis: Problem Definition, Frequéteim | 8 Hours
set Generation, Rule generation. Alternative Meshtmt Generating Frequent
Item sets, FP-Growth Algorithm, Evaluation of Asstion Patterns.

Module — 4

Classification : Decision Trees Inductionylethod for Comparing Classifiers8 Hours
Rule Based Classifiers, Nearest Neighbor Classifidayesian Classifiers.

Module — 5

Clustering Analysis: Overview, K-Means, Agglomerative Hierarchi¢ca8 Hours
Clustering, DBSCAN, Cluster Evaluation, Density-BdsClustering, Graph
Based Clustering, Scalable Clustering Algorithms.

Course outcomes The students should be able to:

* Identify data mining problems and implement thead@arehouse
» Write association rules for a given data pattern.
» Choose between classification and clustering smiuti

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.




The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Pang-Ning Tan, Michael Steinbach, Vipin Kumar: d¢mohuction to Data Mining
Pearson, First impression,2014.

2. Jiawei Han, Micheline Kamber, Jian Pei: Data Mini@pncepts and Technique&’
Edition, Morgan Kaufmann Publisher, 2012.

W

Reference Books:

1. Sam Anahory, Dennis Murray: Data Warehousing inRieal World, Pearson,Tenth
Impression,2012.
2. Michael.J.Berry,Gordon.S.Linoff: Mastering Data hhg , Wiley Edition, second
edtion,2012.




SOFTWARE ARCHITECTURE AND DESIGN PATTERNS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS652 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* To Learn How to add functionality to designs whilenimizing complexity.
* What code qualities are required to maintain tqkesle flexible?

* To Understand the common design patterns.

» To explore the appropriate patterns for design lprab

Module — 1 Teaching
Hours

Introduction : what is a design pattern? describing desigrepsi} the catalog af8 Hours
design pattern, organizing the catalog, how dega@tterns solve design
problems, how to select a design pattern, how &auslesign pattern. What |is
object-oriented development? , key concepts of abbggiented design other
related concepts, benefits and drawbacks of thedan

Module — 2

Analysis a Syster: overview of the analysis phase, stage 1: gatpetire| 8 Hours
requirements functional requirements specificatide@fining conceptual classes
and relationships, using the knowledge of the damabDesign ang
Implementation, discussions and further reading.

Module — 3

Design Pattern Catalo: Structural patterns, Adapter, bridge, composi&Hours
decorator, facade, flyweight, proxy.

Module — 4

Interactive systems and the MVC architectur: Introduction , The MVC 8 Hours
architectural pattern, analyzing a simple drawinggpam , designing the system,
designing of the subsystems, getting into imple#mt , implementing undp
operation , drawing incomplete items, adding a rfeature , pattern based
solutions.

Module — 5

Designing with Distributed Objects: Client server system, java remote meth@&Hours
invocation, implementing an object oriented systanthe web (discussions and
further reading) a note on input and output, selactatements, loops arrays.

Course outcomes The students should be able to:

» Design and implement codes with higher performamzelower complexity

* Be aware of code qualities needed to keep codiféex

» Experience core design principles and be abledesasthe quality of a design
with respect to these principles.

» Capable of applying these principles in the desigobject oriented systems.

 Demonstrate an understanding of a range of desiferps. Be capable of
comprehending a design presented using this voagbul

» Be able to select and apply suitable patternseécifip contexts

Question paper pattern:




The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering alltdpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:

1. Object-oriented analysis, design and implementaboshma dathan, sarnath
rammath, universities press,2013

2. Design patterns, erich gamma, Richard helan, Ralpian , john vlissides
,PEARSON Publication,2013.

Reference Books:

1. Frank Bachmann, RegineMeunier, Hans Rohnert “RatBaiented Software
Architecture” —=Volume 1, 1996.

2. William J Brown et al., "Anti-Patterns: RefactoriBgftware, Architectures and
Projects in Crisis", John Wiley, 1998.




OPERATIONS RESEARCH
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS653 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Formulate optimization problem as a linear prograngnproblem.
» Solve optimization problems using simplex method.

* Formulate and solve transportation and assignpremiems.

* Apply game theory for decision making problems.

Module - 1

Teaching
Hours

Introduction, Linear Programming: Introduction: The origin, nature ar
impact of OR; Defining the problem and gatheringtagaFormulating &

mathematical model; Deriving solutions from the mlpdlesting the model;

Preparing to apply the model; Implementation .

Introduction to Linear Programming Problem (LPP): Prototype example
Assumptions of LPP, Formulation of LPP and Graghiogethod various
examples.

@ Hours
|

Module — 2

Simplex Method- 1: The essence of the simplex method; Setting upithelax

method; Types of variables, Algebra of the simptethod; the simplex methad

in tabular form; Tie breaking in the simplex meth&iy M method, Two phas
method.

8 Hours

Module — 3

Simplex Method — 2: Duality Theory - The essence of duality theory, Prim& Hours

dual relationship, conversion of primal to duallgem and vice versa. The dyal

simplex method.

Module — 4

Transportation and Assignment Problems:The transportation problem, Initi
Basic Feasible Solution (IBFS) by North West Corferle method, Matrix
Minima Method, Vogel's Approximation Method. Optitreolution by Modified
Distribution Method (MODI). The Assignment proble/k Hungarian algorithm]
for the assignment problem. Minimization and Maxation varieties i
transportation and assignment problems.

aB Hours

Module — 5

Game Theory.: Game Theory: The formulation of two persons, zemm games

saddle point, maximin and minimax principle, Sotysimple games- a prototype

example; Games with mixed strategies; Graphicait&wsl procedure.
Metaheuristics: The nature of Metaheuristics, Tabu Search, Simal
Annealing, Genetic Algorithms.

8 Hours

ate

Course outcomes The students should be able to:

» Select and apply optimization techniques for vagiptoblems.

* Model the given problem as transportation and assént problem and solve.

» Apply game theory for decision support system.




Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. D.S. Hira and P.K. Gupta, Operations Research,i¢@e\Edition), Published by S.
Chand & Company Ltd, 2014

Reference Books:

1. S Kalavathy, Operation Research, Vikas Publishingdé¢ Pvt Limited, 01-Aug-2002
2. S D Sharma, Operation Researn€bdar Nath Ram Nath Publishers.




DISTRIBUTED COMPUTING SYSTEM
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS654 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Explain distributed system, their characteristatgllenges and system models.
» Describe IPC mechanisms tonremunicate between distributed objects
» lllustrate the operating system support a&ile Service architecturen a distributed

system
* Analyze the fundamental concepts, algorithms rdltdesynchronization.
Module — 1 Teaching

Hours

Characterization of Distributed Systems: Introduction, Examples of D$,8 Hours
Resource sharing and the Web, Challenges
System Models:Architectural Models, Fundamental Models

Module — 2

Inter Process Communication:Introduction, API for Internet Protocols, 8 Hours
External Data Representation and Marshalling,i€heServer Communication
Group Communication

Distributed Objects and RMI: Introduction, Communication between
Distributed Objects, RPC, Events and Notifications

Module — 3

Operating System Support:Introduction, The OS layer, Protection, Processes Hours
and Threads, Communication and Invocation , Opggatystem architecture
Distributed File Systems:Introduction, File Service architecture, Sun Networ
File System

Module — 4

Time and Global States: Introduction, Clocks, events and process stat8%lours
Synchronizing physical clocks, Logical time andidag clocks, Global states
Coordination and Agreement: Introduction, Distributed mutual exclusion,
Elections

Module — 5

Distributed Transactions: Introduction, Flat and nested distributed transastj| 8 Hours
Atomic commit protocols, Concurrency control in tdisuted transactions,
distributed deadlocks

Course outcomes The students should be able to:

» Explain the characteristics of a distributed sys&omg with its and design
challenges

e lllustrate the mechanism of IPC between distributiejkcts

» Describe the distributed file service architectanel the important characteristics of
SUN NFS.

« Discuss concurrency control algorithms appliedigtributed transactions

Question paper pattern:
The question paper will have TEN questions.




There will be TWO questions from each module.
Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. George Coulouris, Jean Dollimore and Tim Kindb@&tgtributed Systems — Concepts and
Design, §' Edition, Pearson Publications, 2009

Reference Books:

1. Andrew S Tanenbaum: Distributed Operating Syst@figdition, Pearson publication,
2007

2. Ajay D. Kshemkalyani and Mukesh Singhal, Distriltuit@omputing: Principles,
Algorithms and Systems, Cambridge University Pr2888

3. Sunita Mahajan, Seema Shan, “ Distributed Computi@gford University Press,2015




SYSTEM SOFTWARE AND OPERATING SYSTEM LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CSL67 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

 To make students familiar with Lexical Analysis aBgntax Analysis phases

Compiler Design and implement programs on thesegshasing LEX & YACC tools

and/or C/C++/Java

* To enable students to learn different types of CGiebeduling algorithms used
operating system.

* To make students able to implement memory managempage replacement ar
deadlock handling algorithms

Description (If any):

Exercises to be prepared with minimum three filf¢re ever necessary):

i. Header file.

ii. Implementation file.

iii. Application file where main function will berpsent.
The idea behind using three files is to differeietinetween the developer and user side
the developer side, all the three files could belenasible. For the user side only header
and application files could be made visible, whicteans that the object code of t
implementation file could be given to the user glavith the interface given in the heag
file, hiding the source file, if required. Avoidd/operations (printf/scanf) and udata input
file where ever it is possible

Lab Experiments:

1.
a) Write a LEX program to recognize valatrithmetic expressionldentifiers in the
expression could be only integers and operatorddcbae + and *. Count th
identifiers & operators present and print them sajgdy.

b) Write YACC program to evaluatithmetic expressionnvolving operators:  +, -
*, and /

2. Develop, Implement and Execute a program using YAQI to recognize all string
ending withb preceded by a’s using the grammaa" b (note: inpuin value)

3. Design, develop and implement YACC/C program tostautt Predictive / LL(1)
Parsing Tablefor the grammar rulesA —aBa , B -bB | & Use this table to pars
the sentencaabba$

4. Design, develop and implement YACC/C program to destrate Shift Reduce
Parsing techniquefor the grammar rule€€ -E+T | T, T -oT*F | F, F -(E) | id
and parse the sentenae:+ id * id.

D

in

nd

5. In
file
he
ler

"

e

5. Design, develop and implement a C/Java progranenegte the machine code us

ng




Triples for the statemem = -B * (C +D) whose intermediate code in three-addf
form:

T1=-B
T2=C+D
T3=T1+T2
A=T3

. a) Write a LEX program to eliminatmmment linesn aC program and copy the
resulting program into a separate file.

b) Write YACC program to recognize valiidentifier, operators and keywords the
given text C program) file.

. Design, develop and implement a C/C++/Java progrsimulate the working g

Shortest remaining time and Round Robin (RR) scireglalgorithms. Experimen

with different quantum sizes for RR algorithm.

. Design, develop and implement a C/C++/Java progtammplement Banker's

algorithm. Assume suitable input required to denraws the results.

. Design, develop and implement a C/C++/Java progrtamimplement page
replacement algorithms LRU and FIFO. Assume swetablput required tg
demonstrate the results.

€SS

~ =—h

)]

Study Experiment / Project:

NIL

Course outcomes The students should be able to:

Implement and demonstrate Lexer's and Parser’s
Evaluate different algorithms required for managetngcheduling, allocation and
communication used in operating system.

Conduction of Practical Examination:

All laboratory experiments are to be includedgaoactical examination.

Students are allowed to pick one experiment froendh

Strictly follow the instructions as printed on th@ver page of answer script
Marks distribution: Procedure + Conduction + VB@:+ 50 +10 (80)

Change of experiment is allowed only once and markalotted to the procedure

part to be made zero




COMPUTER GRAPHICS LABORATORY WITH MINI PROJECT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CSL68 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

» Demonstrate simple algorithms using OpenGL GrapRrasitives and attributes.
* Implementation of line drawing and clipping algbrits using OpenGL functions

* Design and implementation of algorithms Geometaasformations on both 2D and

3D objects.

Description (If any):

Lab Experiments:

PART A
Design, develop, and implement the following progmas using OpenGL API

1. Implement Brenham’s line drawing algorithm for tgibes of slope.
Refer:Text-1: Chapter 3.5
Refer:Text-2: Chapter 8

2. Create and rotate a triangle about the origin afixkd point.
Refer:Text-1: Chapter 5-4

3. Draw a colour cube and spin it using OpenGL trams&tion matrices.
Refer:Text-2: Modelling a Coloured Cube

4. Draw a color cube and allow the user to move thmera suitably to experime
with perspective viewing.
Refer:Text-2: Topic: Positioning of Camera

5. Clip a lines using Cohen-Sutherland algorithm
Refer:Text-1: Chapter 6.7
Refer:Text-2: Chapter 8

6. To draw a simple shaded scene consisting of adearpa table. Define suitab
the position and properties of the light sourcenglavith the properties of th
surfaces of the solid object used in the scene.
Refer:Text-2: Topic: Lighting and Shading

7. Design, develop and implement recursively subdiadetrahedron to form 3
sierpinski gasket. The number of recursive steps I specified by the user.
Refer: Text-2: Topic: sierpinski gasket.

8. Develop a menu driven program to animate a flagguBiezier Curve algorithm
Refer: Text-1: Chapter 8-10

9. Develop a menu driven program to fill the polygamng scan line algorithm

nt

Project:

PART -B ( MINI-PROJECT) :
Student should develop mini project on the topientioned below or similar applicatiof
using Open GL API. Consider all types of attributé® color, thickness, styles, fon
background, speed etc., while doing mini project.
(During the practical exam: the students should demustrate and answer Viva-Voce
Sample Topics:
Simulation of concepts of OS, Data structures, algithms etc.

—t




Course outcomes The students should be able to:

*  Apply the concepts of computer graphics
* Implement computer graphics applications using @ien
* Animate real world problems using OpenGL

Conduction of Practical Examination:
1. All laboratory experiments from part A are to beluded for practical
examination.
Mini project has to be evaluated for 30 Marks asgb).
Report should be prepared in a standard formatpbesl for project work.
Students are allowed to pick one experiment froenldi
Strictly follow the instructions as printed on th@ver page of answer script.
Marks distribution:
a) Part A: Procedure + Conduction + Viva:10 + 35 +B #arks
b) Part B: Demonstration + Report + Viva voce = 15+1®+= 30 Marks
7. Change of experiment is allowed only once and maliksted to the procedure
part to be made zero.

OuhrWN

Reference books:

1. Donald Hearn & Pauline Baker: Computer Graphics#@ieVersion,¥ Edition,
Pearson Education,2011

2. Edward Angel: Interactive computer graphics- A Tapwvn approach with OpenGL,
5" edition. Pearson Education, 2011

3. M M Raikar, Computer Graphics using OpenGL, Fillgarning / Elsevier,
Bangalore / New Delhi (2013)




MOBILE APPLICATION DEVELOPMENT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS661 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Learn to setup Android application development emment

» lllustrate user interfaces for interacting with agmd triggering actions
» Interpret tasks used in handling multiple actitie

» Identify options to save persistent applicatioradat

» Appraise the role of security and performance inlvdid applications

Module — 1 Teaching
Hours

Get started, Build your first app, Activities, Tiest, debugging and using suppo@ Hours
libraries

Module — 2
User Interaction, Delightful user experience, Tregtyour Ul | 8 Hours
Module — 3

Background Tasks, Triggering, scheduling and otingi background tasks | 8 Hours

Module — 4

All about data, Preferences and Settings, Storatg dsing SQLite, Sharing dat& Hours
with content providers, Loading data using Loaders

Module — 5

Permissions, Performance and Security, Firebasédhtbb, Publish | 8 Hours

Course outcomes The students should be able to:

» Create, test and debug Android application by rsgtiip Android developmer
environment

* Implement adaptive, responsive user interfaces Waak across a wide range
devices.

* Infer long running tasks and background work in Aaid applications

» Demonstrate methods in storing, sharing and rehgegtata in Android applications

* Analyze performance of android applications andeusténd the role of permissio
and security

» Describe the steps involved in publishing Andrqgighlecation to share with the worlg

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:

1. Google Developer Training, "Android Developer Fumgstals Course — Concept
Reference”, Google Developer Training Team, 2017.
https://www.gitbook.com/book/google-developer-tragiandroid-developer-

it

)

fundamentals-course-concepts/details (Downloadiledfrom the above link)




Reference Books:

1.

2.

3.

Erik Hellman, “Android Programming — Pushing theniiis”, 1°' Edition, Wiley India
Pvt Ltd, 2014.

Dawn Griffiths and David Griffiths, “Head First Amoid Development”, ¥ Edition,
O’Reilly SPD Publishers, 2015.

J F DiMarzio, “Beginning Android Programming withndroid Studio”, 4' Edition,
Wiley India Pvt Ltd, 2016. ISBN-13: 978-8126565580

Anubhav Pradhan, Anil V Deshpande, “ Composing MoBipps” using Android
Wiley 2014, ISBN: 978-81-265-4660-2




BIG DATA ANALYTICS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS662 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Interpret the data in the context of the business.
* Identify an appropriate method to analyze the data
» Show analytical model of a system

Module — 1 Teaching
Hours

Introduction to Data Analytics and Decision Makingc: Introduction, Overview 08 Hours
of the Book, The Methods, The Software, Modelingl aiodels, Graphical
Models, Algebraic Models, Spreadsheet Models, S&tep Modelin
Proces®escribing the Distribution of a Single Variablelntroduction,Basi
Concepts, Populations and Samples, Data Sets,\&sjabhd Observations,
Types of Data, Descriptive Measures for Categoriatiables, Descriptiv
Measures for Numerical Variables, Numerical Summigigasures, Numerical
Summary Measures with StatTools,Charts for NumEkeaiables, Time Serie
Data, Outliers and Missing Values,Outliers,Missiiglues, Excel Tables fqr
Filtering,Sorting,and Summarizing.

Finding Relationships among Variables Introduction, Relationships among
Categorical Variables, Relationships among CategbrivVariables and
Numerical Variable, Stacked and Unstacked FormRtslationships amon
Numerical Variables, Scatterplots, Correlation &uvariance, Pivot Tables.

Module — 2

Probability and Probability Distributions :Introduction,Probability EssentialsP8 Hours
Rule of Complements, Addition Rule, Conditional Bability and the
Multiplication Rule, Probabilistic Independence, uatly Likely Events,
Subjective Versus Objective Probabilities, ProbgbiDistribution of a Single
Random Variable, Summary Measures of a Probaliisgribution, Conditiona
Mean and Variance, Introduction to Simulation.
Normal,Binormal,Poisson,and Exponential Distributins:Introduction,The
Normal Distribution, Continuous Distributions andem3ity Functions, Th
Normal Density,Standardizing:Z-Values,Normal Tabéexl Z-Values, Norma
Calculations in Excel, Empirical Rules Revisitedeighted Sums of Norma
Random Variables, Applications of the Normal Rand®istribution, The
Binomial Distribution, Mean and Standard Deviatiasf the Binomial
Distribution, The Binomial Distribution in the Cantt of Sampling, The Norma
Approximation to the Binomial, Applications of tiiBnomial Distribution, The
Poisson and Exponential Distributions, The PoissDrstribution, The
Exponential Distribution.

— D

Module — 3

Decision Making under Uncertainty:Introduction,Elements of Decisigr08 Hours
Analysis, Payoff Tables, Possible Decision Critertaxpected Monetary




Value(EMY),Sensitivity Analysis, Decision Trees,sRiProfiles, The Precision

Tree Add-In,Bayes' Rule, Multistage Decision Praoideand the Value
Information, The Value of Information, Risk Aversicand Expected Utility,
Utility Functions, Exponential Utility, Certaintydtivalents, Is Expected Utilit
Maximization Used?

f

Sampling and Sampling Distributions Introduction, Sampling Terminology,

Methods for Selecting Random Samples, Simple RanSampling, Systemati
Sampling, Stratified Sampling, Cluster Sampling,lfidtage Sampling Scheme
Introduction to Estimation, Sources of Estimatianog Key Terms in Sampling
Sampling Distribution of the Sample Mean, The Cartimit Theorem, Sampl
Size Selection, Summary of Key Ideas for Simpled®am Sampling.

S,

D

Module — 4

Confidence Interval Estimation: Introduction, Sampling Distributions, The
Distribution, Other Sampling Distributions, Confiae® Interval for a Mean
Confidence Interval for a Total, Confidence Intérieat a Proportion, Confidenc
Interval for a Standard Deviation, Confidence Im&tifor the Difference betwee
Means, Independent Samples, Paired Samples, Cooéidinterval for the
Difference between Proportions, Sample Size Selecttample Size Selectic
for Estimation of the Mean, Sample Size Selection Estimation of Othe
Parameters.

Hypothesis Testingintroduction,Concepts in Hypothesis Testing, Nalhd
Alternative Hypothesis, One-Tailed Versus Two-TailEests, Types of Error
Significance Level and Rejection Region, Significarfrom p-values, Type

Errors and Power, Hypothesis Tests and Confidentavials, Practical versy
Statistical Significance, Hypothesis Tests for gutation Mean, Hypothes
Tests for Other Parameters, Hypothesis Tests fdPopulation Proportion
Hypothesis Tests for Differences between Populdideans, Hypothesis Test f
Equal Population Variances, Hypothesis Tests fdieBnce between Populatic
Proportions, Tests for Normality, Chi-Square Testihdependence.

08 Hours

[¢)
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Module — 5

Regression Analysi: Estimating Relationships: Introduction, Scattetsl :
Graphing Relationships, Linear versus NonlineaaRahships,Outliers,Unequ
Variance, No Relationship,Correlations:Indication$ Linear Relationships
Simple Linear Regression, Least Squares Estimafitamdard Error of Estimat
The Percentage of Variation Explained:R-Square,iglelt Regression
Interpretation of Regression Coefficients, Intetption of Standard Error (
Estimate and R-Square, Modeling Possibilities, Dymvariables, Interactior
Variables, Nonlinear Transformations, Validatiortlod Fit.

Regression Analysis Statistical Inference:Introduction,The Statistiddodel,
Inferences About the Regression Coefficients, SangpDistribution of the
Regression Coefficients, Hypothesis Tests for thgrBssion Coefficients and
Values, A Test for the Overall Fit: The ANQV,
Table,Multicollinearity,Include/Exclude Decisions, Stepwise
Regression,Outliers,Violations of Regression Asdimng,Nonconstant Errg

08 Hours
Al

(D

L

A

Variance,Nonnormality of Residuals,Autocorrelatezbiduals ,Prediction.

Course outcomes The students should be able to:

Explain the importance of data and data analysis
Interpret the probabilistic models for data
Define hypothesis, uncertainty principle




» Evaluate regression analysis

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.

Text Books:

1. S C Albright and W L Winston, Business analyticatadanalysis and decision
making, 5/e Cenage Learning

Reference Books:




WIRELESS NETWORKS AND MOBILE COMPUTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS663 IA Marks

20

Number of Lecture Hours/Week 3 Exam Marks

80

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Courseobjectives This course will enable students to

» Describe the wireless communication.
» lllustrate operations involved in Mobile IP.
» Discover the concepts of mobile computing and degab.

Module — 1

Teaching
Hours

Mobile Communication, Mobile Computing, Mobile Couatmg Architecture,
Mobile Devices Mobile System Networks, Data Dissgation, Mobility
Management, Security Cellular Networks and Frequemeuse, Mobile
Smartphone, Smart Mobiles, and Systems HandheldkePo€omputers
Handheld Devices, Smart Systems, Limitations of NMobDevices

Automotive Systems

8 Hours

Module — 2

GSM-Services and System Architecture, Radio Inte$aof GSM, Protocols ¢
GSM Localization, Call Handling Handover, Securiffjew Data Services
General Packet Radio Service High-speed Circuitéwd Data, DECT,

Modulation, Multiplexing, Controlling the Medium A&ess Spread Spectru
Frequency Hopping Spread Spectrum (FHSS),Codinghddist Code Divisior
Multiple Access, IMT-2000 3G Wireless CommunicatiStandards, WCDMA

3G Communications Standards ,CDMMA2000 3G CommuiaicaStandards, It

mode, OFDM, High Speed Packet Access (HSPA) 3G bidtw
Long-term Evolution, WiMax Rel 1.0 IEEE 802.16e,o0Bdband Wireles
Access,4G Networks, Mobile Satellite Communicatietworks

f8 Hours

Module — 3

IP and Mobile IP Network Layers, Packet Deliverg atandover Management
Location Management, Registration, Tunnelling andcdpsulation, Rout
Optimization Dynamic Host Configuration ProtocobI¥?, IPsec

Conventional TCP/IP Transport Layer Protocols, decti TCP, Snooping TCP
Mobile TCP, Other Methods of Mobile TCP-layer Tramssion ,TCP ove
2.5G/3G Mobile Networks

8 Hours

D

Module — 4

Data Organization, Database Transactional Model®\GID Rules, Query
Processing Data Recovery Process, Database Hoafegniques , Dat
Caching, Client-Server Computing for Mobile Compgtand Adaptation
Adaptation Software for Mobile Computing, Power-Aeaiobile Computing
Context-aware Mobile Computing

8 Hours

j8Y)

Module — 5

Communication Asymmetry, Classification of Datardety Mechanisms, Dat
Dissemination Broadcast Models, Selective Tuningd &mdexing techniques

a8 Hours

Py

Digital Audio Broadcasting (DAB), Digital Video Baunlcasting




Synchronization, Synchronization Software for Melilevices, Synchronizatign
Software for Mobile Devices
SyncML-Synchronization Language for Mobile CompgtiBync4J (Funambol),
Synchronized Multimedia Markup Language (SMIL)

Course outcomes The students should be able to:

e Summarize various mobile communication systems.
» Describe various multiplexing systems used in neobdmputing.
» Indicate the use and importance of data synchrbarzen mobile computing

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:

1. Raj kamal: Mobile Computing,"2 EDITION, Oxford University Press,
2007/2012
2. Martyn Mallik: Mobile and Wireless Design EssergjdlViley India, 2003

Reference Books:

1. Ashok Talukder, Roopa Yavagal, Hasan Ahmed: MoBibenputing, Technology,
Applications and Service Creation, 2nd Edition,allsicGraw Hill, 2010.

2. Iti Saha Misra: Wireless Communications and Netwp8G and Beyond, Tata
McGraw Hill, 2009.




PYTHON APPLICATION PROGRAMMING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS664 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Learn Syntax and Semantics and create FunctioRgthon.

* Handle Strings and Files in Python.

* Understand Lists, Dictionaries and Regular expogssin Python.

* Implement Object Oriented Programming conceptsythdh

* Build Web Services and introduction to Network abDdtabase Programmingjn
Python.

Module — 1 Teaching
Hours

Why should you learn to write programs, Variabkegpressions and statement8, Hours
Conditional execution, Functions

Module — 2
Iteration, Strings, Files | 8 Hours
Module — 3
Lists, Dictionaries, Tuples, Regular Expressions | 8 Hours
Module — 4
Classes and objects, Classes and functions, Clasdasethods | 8 Hours
Module — 5
Networked programs, Using Web Services, Using datad and SQL | 8 Hours

Course outcomes The students should be able to:

* Examine Python syntax and semantics and be fluethtei use of Python flow contrp
and functions.

» Demonstrate proficiency in handling Strings ane Bistems.

* Create, run and manipulate Python Programs using data structures like Lists,
Dictionaries and use Regular Expressions.

» Interpret the concepts of Object-Oriented Programgnais used in Python.

* Implement exemplary applications related to Netwer&gramming, Web Services
and Databases in Python.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Charles R. Severance, “Python for Everybody: ExptpData Using Python 3”,%1]
Edition, CreateSpace Independent Publishing Platfor2016. (http://dol.dr
chuck.com/pythonlearn/EN_us/pythonlearn.pdf ) (Qaegpl — 13, 15)

2. Allen B. Downey, "Think Python: How to Think Like &omputer Scientist”,
2"%Edition, Green Tea Press, 2015.




(http://greenteapress.com/thinkpython2/thinkpythpd® (Chapters 15, 16, 17)

(Download pdf files from the above links)

Reference Books:

1. Charles Dierbach, "Introduction to Computer Scieblsing Python", T Edition,
Wiley India Pvt Ltd. ISBN-13: 978-8126556014

2. Mark Lutz, “Programming Python”,”klEdition, O’Reilly Media, 2011.ISBN-13:

978-9350232873

3. Wesley J Chun, “Core Python Applications Progranghir8 Edition,Pearsor
Education India, 2015. ISBN-13: 978-9332555365

4. Roberto Tamassia, Michael H Goldwasser, Michaelobdzich, “Data Structure
and Algorithms in Python” Edition, Wiley India Pvt Ltd, 2016. ISBN-13: 97
8126562176

5. Reema Thareja, “Python Programming using problelvirgpapproach”, Oxforg

I

university press, 2017




SERVICE ORIENTED ARCHITECTURE
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS665 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Courseobjectives This course will enable students to

» Compare various architecture for application depeient
» lllustrate the importance of SOA in Applicationagtation
» Learn web service and SOA related tools and govesa

Module — 1 Teaching
Hours

SOA BASICS: Software Architecture; Need for Software Architecture8 Hours
Objectives of Software Architecture, Types of IT cAitecture, Architecture
Patterns and StyleService oriented Architecture; Service Orientation in Daily
Life, Evolution of SOA, Drives for SOA, Dimensiorf 8OA, Key components,
perspective of SOAEnterprise-wide SOA; Considerations for Enterprise -Wide
SOA, Strawman Architecture For Enterprise-Wide-SBEwterprise, SOA
Layers, Application Development Process, SOA Methagly For Enterprise
Text 1: Ch2: 2.1 — 2.4; Ch3:3.1-3.7; Ch4: 4.1 - 45

v

Module — 2

Enterprise Applications; Architecture Considerations, Solution Architecttoe| 8 Hours
enterprise application,Software platforms for enterprise Applications;
Package Application Platforms, Enterprise Applicati Platforms, Service-
oriented-Enterprise Applications; Considerations for Service-Oriented
Enterprise Applications, Patterns for SOA, Patt®ased Architecture for
Service-Oriented Enterprise Application(java refiee model only). Composite
Applications, SOA programming models.

Text 1: Ch5:5.1, 5.2, 6.1, 6.2PageNo 74-81)7.1 — 7.5

Module — 3

SOA ANALYSIS AND DESIGN; Need For Models, Principles of Servic8 Hours
Design, Design of Activity Services, Design of Dagvices, Design of Client
services and Design of business process serviteshnologies of SOA,
Technologies For Service Enablement, Technologies $ervice Integration,
Technologies for Service orchestration.
Text1:Ch8:8.1-8.6,9.1-9.3

Module — 4

Business case for SO/ Stakeholder OBJECTIVES, Benefits of SOA, Cp8tHours
Savings, Return on Investment, SOA GovernancBecurity and
implementation; SOA Governance, SOA Security, approach for ensemwide
SOA implementation,Trends in SOA; Technologies in Relation to SOA,
Advances in SOA.

Text1: Ch 10:10.1-10.4,Ch 11:11.1t011.3, Ch12.2,12.3

Module — 5

SOA Technologie-PoC; Loan Management System(LMS), PoC-RequiremeBtsiours
Architectures of LMSSOA based integration; integrating existing application,
SOA best practices,Basic SOA using REST. Role of WSDL,SOAP and




JAVA/XML Mapping in SOA.
Text 1:Page No 245-248; ReferenceBook:Chapter3; Tek:Page No 307-310
Text 2: Ch 3, Ch4

Course outcomes The students should be able to:

» Compare the different IT architecture

e Analysis and design of SOA based applications

e Implementation of web service and realization 0ASO
e Implementation of RESTful services

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. Shankar Kambhampaly, “Service—Oriented Architectaréenterprise
Applications”,Wiley Second Edition, 2014.
2. Mark D. Hansen, “SOA using Java Web Services”, fRraddall, 2007.

Reference Books:

1. Waseem Roshen, “SOA-Based Enterprise Integratibetg McGraw-HILL, 2009.




MULTI-CORE ARCHITECTURE AND PROGRAMMING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS666 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

Explain the recent trends in the field of Computsrchitecture a
performance related parameters

lllustrate the need for quasi-parallel processing.

Formulate the problems related to multiprocessing

Compare different types of multicore architectures

nd describ

Module — 1

Teaching
Hours

Introduction to Multi -core Architecture Motivation for Concurrency ir

software, Parallel Computing Platforms, Parallehfpating in Microprocessors

Differentiating Multi-core Architectures from HypeiThreading Technology
Multi-threading on Single-Core versus Multi-Coreaf®dbrms Understandin
Performance, Amdahl’'s Law, Growing Returns: Gustafs Law. System
Overview of Threading : Defining Threads, System View of Threa
Threading above the Operating System, Threadsersid OS, Threads insig
the Hardware, What Happens When a Thread Ilga@d, Applicatior
Programming Models and Threading, Virtual Environtn&/Ms and Platforms
Runtime Virtualization, System Virtualization.

1 8 Hours

D

0

ds,
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Module — 2

Fundamental Concepts of Parallel Programming Designing for Threads
Task Decomposition, Data Decomposition, Data Flowecd@nposition
Implications of Different Decompositions, Challesg&ou’ll Face, Paralle
Programming Patterns, A Motivating Problem: Erraffi@ion, Analysis of the
Error Diffusion Algorithm, An Alternate Approach:arallel Error Diffusion,
Other Alternatives. Threading and Parallel Programming Constructs:
Synchronization, Critical Sections, Deadlock, Sywodization Primitives
Semaphores, Locks, Condition Variables, Messagésw FControl- based
Concepts, Fence, Barrier, Implementation-depentiergading Features

,8 Hours

Module — 3

Threading APIs :Threading APIs for Microsoft Windows, Win32/MFC Ead
APIs, Threading APIs for Microsoft. NET Frameworkreating Threads
Managing Threads, Thread Pools, Thread SynchrooizaPOSIX Threads
Creating Threads, Managing Threads, Thread Synddaton, Signaling
Compilation and Linking.

8 Hours

Module — 4

OpenMP: A Portable Solution for Threading : Challenges in Threading
Loop, Loop-carried Dependence, Data-race Conditid@naging Shared an
Private Data, Loop Scheduling and Portioning, Eiféec Use of Reductiong
Minimizing Threading Overhead, Work-sharing Sec$ioRerformance-oriente
Programming, Using Barrier and No wait, Interlegvidingle-thread and Mult

Hours

ol

thread Execution, Data Copy-in and Copy-out, PtotgcUpdates of Share

Q_Io_u




Variables, Intel Task queuing Extension to OpenMBpenMP Library
Functions, OpenMP Environment Variables, Compilatio Debugging
performance

Module — 5

Solutions to Common Parallel Programming Problems Too Many Threads|, 8 Hours
Data Races, Deadlocks, and Live Locks, Deadloclgvie Contended Locks,
Priority Inversion, Solutions for Heavily Contendddcks, Non-blocking
Algorithms, ABA Problem, Cache Line Ping-ponging.,eiMory Reclamation
Problem, Recommendations, Thread-safe Functions labdaries, Memory,
Issues, Bandwidth, Working in the Cache, Memory t€oton, Cache-related
Issues, False Sharing, Memory Consistency, Cutfe82 Architecture, Itanium
Architecture, High-level Languages, Avoiding Pipeli Stalls on 1A-32,Data
Organization for High Performance.

Course outcomes The students should be able to:

» ldentify the issues involved in multicore architeets

* Explain fundamental concepts of parallel prograngvand its design issues

» Solve the issues related to multiprocessing agdest solutions

» Point out the salient features of different multe@rchitectures and how th
exploit parallelism

* lllustrate OpenMP and programming concept

112

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:

1. Multicore Programming , Increased Performance thindBoftware Multi-threading by
Shameem Akhter and Jason Roberts |, Intel Pre336, 2

Reference Books:

NIL




WEB TECHNOLOGY AND ITS APPLICATIONS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS71 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course Objectives This course will enable students to

lllustrate the Semantic Structure of HTML and CSS

Compose forms and tables using HTML and CSS

Design Client-Side programs using JavaScript amdes&ide programs
Infer Object Oriented Programming capabilities biffP

Examine JavaScript frameworks such as jQuery amn#lizme

using PHP

Module — 1

Teaching
Hours

Introduction to HTML, What is HTML and Where did ¢dome from?, HTML
Syntax, Semantic Markup, Structure of HTML DocunsenQuick Tour of
HTML Elements, HTML5 Semantic Structure Elementgydduction to CSS
What is CSS, CSS Syntax, Location of Styles, SetectThe Cascade: Ho
Styles Interact, The Box Model, CSS Text Styling.

10 Hours

W

Module — 2

HTML Tables and Forms, Introducing Tables, Styliigbles, Introducing
Forms, Form Control Elements, Table and Form Adbesg, Microformats,
Advanced CSS: Layout, Normal Flow, Positioning Eéens, Floating Element
Constructing Multicolumn Layouts, Approaches to CBE&yout, Responsiv
Design, CSS Frameworks.

) 10 Hours

[P AR

Module — 3

JavaScript: Client-Side Scripting, What is Javg8cand What can it do’
JavaScript Design Principles, Where does JavaS@q®, Syntax, JavaScri
Objects, The Document Object Model (DOM), JavaScivents, Forms
Introduction to Server-Side Development with PHPhal/ is Server-Sid
Development, A Web Server’s Responsibilities, Quiaur of PHP, Progran
Control, Functions

10 Hours
Dt

=
n

Module — 4

PHP Arrays and Superglobals, Arrays, $_GET and $P6uperglobal Arrays
$ SERVER Array, $ Files Array, Reading/Writing BilePHP Classes ar
Objects, Object-Oriented Overview, Classes and jen PHP, Objec
Oriented Design, Error Handling and Validation, Whare Errors an(
Exceptions?, PHP Error Reporting, PHP Error anception Handling

,10 Hours
d

t
)

Module — 5

Managing State, The Problem of State in Web Appboa, Passing Informatio
via Query Strings, Passing Information via the Urdth, Cookies, Serializatio
Session State, HTML5 Web Storage, Caching, AdvadeedScript and jQuery

JavaScript Pseudo-Classes, jQuery Foundations, AJA3ynchronous File

Transmission, Animation, Backbone MVC Framework$JLXProcessing an(

Nn10 Hours
N

Web Services, XML Processing, JSON, Overview of \8ebvices.

Course OutcomesAfter studying this course, students will be alole t

Adapt HTML and CSS syntax and semantics to build peges.




» Construct and visually format tables and forms gi$iTML and CSS

» Develop Client-Side Scripts using JavaScript and/&eSide Scripts using PHP fo
generate and display the contents dynamically.

» Appraise the principles of object oriented develeptrusing PHP

* Inspect JavaScript frameworks like jQuery and Bacidbwhich facilitates developer
to focus on core features.

Question paper pattern:

The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questioselecting one full question from eagh
module.

Text Books:

1. Randy Connolly, Ricardo HoatFundamentals of Web Development”,1°Edition,
Pearson Education IndidSBN:978-9332575271)

Reference Books:

1) Robin Nixon, “Learning PHP, MySQL &JavaScript with jQuery, CSS and
HTML5", 4™Edition, O'Reilly Publications, 2015I%BN:978-9352130153)

2) Luke Welling, Laura ThomsotiPHP and MySQL Web Development”, 5" Edition,
Pearson Education, 2016SBN:978-9332582736)

3) Nicholas C Zakas“Professional JavaScript for Web Developers”,3¢ Edition,
Wrox/Wiley India, 2012.IEBN:978-8126535088)

4) David Sawyer Mcfarland/JavaScript & jQuery: The Missing Manual”’, 1%
Edition, O’Reilly/Shroff Publishers & Distributorg?vt Ltd, 2014 KSBN:978-
9351108078)

5) Zak Ruvalcaba Anne Boehm‘Murach’s HTML5 and CSS3", 3YEdition,
Murachs/Shroff Publishers & Distributors Pvt Ltd15. (SBN:978-9352133246)




ADVANCED COMPUTER ARCHITECTURES
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS72 IA Marks

20

Number of Lecture Hours/Week 4 Exam Marks

80

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS - 04

Course objectives This course will enable students to

Describe computer architecture.
Measure the performance of architectures in ternniglot parameters.
Summarize parallel architecture and the softwaeel tisr them.

Module - 1

Teaching
Hours

Theory of Parallelism: Parallel Computer Models,eT8&tate of Computing
Multiprocessors and Multicomputer ,Multivector aBtMD Computers ,PRAM
and VLSI Models, Program and Network Propertiesnditions of Parallelism
Program Partitioning and Scheduling, Program Flovechanisms, Systel
Interconnect Architectures, Principles of ScalaBlerformance, Performant
Metrics and Measures, Parallel Processing Apptioati Speedup Performan
Laws, Scalability Analysis and Approaches.

,10 Hours

mn
ce

e

Module — 2

Hardware Technologies: Processors and Memory HieyarAdvanced Process
Technology, Superscalar and Vector Processors, Mehlierarchy Technology
Virtual Memory Technology.

0A.0 Hours

Module — 3

Bus, Cache, and Shared Memory ,Bus Systems ,Ca@moly Organization
,Shared Memory Organizations ,Sequential and WeaksiStency Models
,Pipelining and Superscalar Techniques ,Linear lirpd’rocessors ,Nonline
Pipeline Processors ,Instruction Pipeline Designith/etic Pipeline Desigt
(Upto 6.4).

510 Hours

.

5
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Module — 4

Parallel and Scalable Architectures: Multiprocess@and Multicomputer
,Multiprocessor System Interconnects, Cache Cokereand Synchronizatio
Mechanisms, Three Generations of Multicomputers s3ddge-Passin
Mechanisms ,Multivector and SIMD Computers ,VedRypocessing Principle
,Multivector Multiprocessors ,Compound Vector Pssiag ,SIMD Compute
Organizations (Upto 8.4),Scalable, Multithreadenld @ataflow Architectures
Latency-Hiding Techniques, Principles of Multithdgzg, Fine-Grain
Multicomputers, Scalable and Multithreaded Architees, Dataflow and Hybri
Architectures.

10 Hours

5
n
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Module — 5

Software for parallel programming: Parallel Moddlanguages, and Compilerd0 Hours
,Parallel Programming Models, Parallel Language$ @ampilers ,Dependence
Analysis of Data Arrays ,Parallel Program Developmand Environments,
Synchronization and Multiprocessing Modes. Instarctand System Level
Parallelism, Instruction Level Parallelism ,Compui&rchitecture ,Contents,
Basic Design Issues ,Problem Definition ,Model of Tgpical Processor
,Compiler-detected Instruction Level Parallelisnpetand Forwarding ,Reorder




Buffer, Register Renaming ,Tomasulo’s Algorithm gBch Prediction,
Limitations in Exploiting Instruction Level Pardien ,Thread Leve
Parallelism.

Course outcomes The students should be able to:

» Explain the concepts of parallel computing and Wwaireé technologies
» Compare and contrast the parallel architectures
» lllustrate parallel programming concepts

Question paper pattern

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.

Text Books:
1. Kai Hwang and Naresh Jotwani, Advanced Computehifecture (SIE): Parallelism
Scalability, Programmability, McGraw Hill Educati@te. 2015

Reference Books:

1. John L. Hennessy and David A. Patterson, Computehifecture: A quantitative

approach, 5th edition, Morgan Kaufmann Elseveid, 320




MACHINE LEARNING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS73 IA Marks 20

Number of Lecture Hours/Week 03 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course Objectives This course will enable students to

» Define machine learning and problems relevant tohime learning.

» Differentiate supervised, unsupervised and reirdiorent learning

* Apply neural networks, Bayes classifier and k ngtareighbor, for problems appear
machine learning.

» Perform statistical analysis of machine learnirgdhteques.

Module — 1 Teaching
Hours

in

Introduction: Well posed learning problems, Designing a Learnsystem, 10 Hours
Perspective and Issues in Machine Learning.

Concept Learning: Concept learning task, Concept learning as sedfaig-S
algorithm, Version space, Candidate Eliminatioroatgm, Inductive Bias.

Text Book1, Sections: 1.1 — 1.3, 2.1-2.5, 2.7

Module — 2

Decision Tree Learning Decision tree representation, Appropriate probldors 10 Hours
decision tree learning, Basic decision tree legyrmailgorithm, hypothesis space search
in decision tree learning, Inductive bias in demistree learning, Issues in deci;Ln
tree learning.

Text Bookl, Sections: 3.1-3.7

Module — 3

Artificial Neural Networks: Introduction, Neural Network representatio®8 Hours
Appropriate problems, Perceptrons, Backpropagatigorithm.
Text book 1, Sections: 4.1 — 4.6

Module — 4

Bayesian Learning Introduction, Bayes theorem, Bayes theorem andceqn 10 Hours
learning, ML and LS error hypothesis, ML for prdadig probabilities, MDL
principle, Naive Bayes classifier, Bayesian batiefworks, EM algorithm

Text book 1, Sections: 6.1 — 6.6, 6.9, 6.11, 6.12

Module — 5

Evaluating Hypothesis Motivation, Estimating hypothesis accuracy, Basaf§ 12 Hours
sampling theorem, General approach for derivingfidence intervals, Difference in

error of two hypothesis, Comparing learning aldons.
Instance Based Learning: Introduction, k-nearest neighbor learning, locally
weighted regression, radial basis function, casesgd reasoning,
Reinforcement Learning: Introduction, Learning Task, Q Learning
Text book 1, Sections: 5.1-5.6, 8.1-8.5, 13.1-13.3

Course OutcomesAfter studying this course, students will be alole t

* |dentify the problems for machine learning. And estl the either supervise




unsupersvised or reinforcement learning.
» Explain theory of probability and statistics rethte machine learning
» |Investigate concept learning, ANN, Bayes classianearest neighbor, Q,

Question paper pattern:

The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering alltdpmcs under a module.

The students will have to answer 5 full questi@edecting one full question from each module.

Text Books:

1. Tom M. Mitchell, Machine Learnindndia Edition 2013, McGraw Hill Education.

Reference Books:

1. Trevor Hastie, Robert Tibshirani, Jerome Friedmhn,The Elements of Statistic
Learning, 2nd edition, springer series in statsstic

2. Ethem Alpaydin, Introduction to machine learninggand edition, MIT press.




NATURAL LANGUAGE PROCESSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS741 IA Marks 20
Number of Lecture Hours/Week 3 Exam Marks 80
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Learn the techniques in natural language processing

* Be familiar with the natural language generation.

* Be exposed to Text Mining.

» Understand the information retrieval techniques
Module — 1 Teaching

Hours

Overview and language modelingOverview: Origins and challenges of NL
Language and Grammar-Processing Indian Languaged? HRpplications-
Information Retrieval. Language Modeling: Variousa@mar- based Langua
Models-Statistical Language Model.

P8 Hours

je

Module — 2

Word level and synactic analysis:Word Level Analysis: Regular Expressior
Finite-State Automata-Morphological Parsing-Spellierror Detection an

correction-Words and Word classes-Part-of Speedgifig. Syntactic Analysis:

Context-free Grammar-Constituency- Parsing-ProlstigilParsing.

19 Hours
)|

Module — 3

Extracting Relations from Text: From Word Sequencesto Dependency
Paths:

Introduction, Subsequence Kernels for Relation &&tion, A Dependency-Pa
Kernel for Relation Extraction and Experimental Exaion.

Mining Diagnostic Text Reports by Learning to Annotite Knowledge Roles
Introduction, Domain Knowledge and Knowledge Rolesame Semantics ar
Semantic Role Labeling, Learning to Annotate Cagséis Knowledge Roles an
Evaluations.

A Case Study in Natural Language Based Web SearchinFact System
Overview, The GlobalSecurity.org Experience.

8 Hours

h

d

[®X

Module — 4

Evaluating Self-Explanations in iSTART: Word Matching, Latent Semantic
Analysis, and Topic Models: Introduction, ISTART: Feedback Systen
ISTART: Evaluation of Feedback Systems,

Textual Signatures: Identifying Text-Types Using Laent Semantic Analysis
to Measure the Cohesion of Text Structuresintroduction, Cohesion, Col
Metrix, Approaches to Analyzing Texts, Latent SetiaAnalysis, Predictiong
Results of Experiments.

Automatic Document Separation: A Combination of Prdabilistic

Classification and Finite-State Sequence Modelingintroduction, Relateg
Work, Data Preparation, Document Separation asjaesee Mapping Problen
Results.

Evolving Explanatory Novel Patterns for Semanticalj-Based Text Mining:

8 Hours
1S,

|

—

Related Work, A Semantically Guided Model for Effee Text Mining.




Module — 5

INFORMATION RETRIEVAL AND LEXICAL RESOURCES: Information| 8 Hours
Retrieval: Design features of Information Retriev@ystems-Classical, Ngn
classical, Alternative Models of Information Reua — valuation Lexica
Resources: World Net-Frame Net- Stemmers-POS Taggmsearch Corpora.

Course outcomss: The students should be able to:

* Analyze the natural language text.

* Generate the natural language.

* Do Text mining.

* Apply information retrieval techniques.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. Tanveer Siddiqui, U.S. Tiwary, “Natural Languageodtssing and Informatio
Retrieval”, Oxford University Press, 2008.
2. Anne Kao and Stephen R. Poteet (Eds), “Natural uaggProcessing and Te
Mining”, Springer-Verlag London Limited 2007.

=]

xt

Reference Books:

1. Daniel Jurafsky and James H Martin, “Speech and guage Processing
Anintroduction to Natural Language Processing, Catajonal Linguistics ang
SpeechRecognition”, 2nd Edition, Prentice Hall,200

2. James Allen, “Natural Language Understanding”, 2ndedition,
Benjamin/Cummingspublishing company, 1995.

3. Gerald J. Kowalski and Mark.T. Maybury, “InformatioStorage and Retriev
systems”, Kluwer academic Publishers, 2000.




CLOUD COMPUTING AND ITS APPLICATIONS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS742 IA Marks

20

Number of Lecture Hours/Week 3 Exam Marks

80

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Course objectives This course will enable students to

Explain the fundamentals of cloud computing
lllustrate the cloud application programming anélkanplatform
Contrast different cloud platforms used in industry

Module - 1

Teaching
Hours

Introduction ,Cloud Computing at a Glance, The dfisiof Cloud Computing
Defining a Cloud, A Closer Look, Cloud Computing f&ence Model
Characteristics and Benefits, Challenges Ahead,toHisl Developments
Distributed Systems, Virtualization, Web 2.0, SesvOriented Computing
Utility-Oriented Computing, Building Cloud Compngff Environments
Application Development, Infrastructure and Systeavelopment, Computin
Platftorms and Technologies, Amazon Web Services $AW Google
AppEngine, Microsoft Azure, Hadoop, Force.com analeSorce.com
Manjrasoft Aneka

Virtualization, Introduction, Characteristics of riialized, Environment
Taxonomy of Virtualization Techniques, Executionrt\Malization, Other Type
of Virtualization, Virtualization and Cloud Compuog, Pros and Cons (
Virtualization, Technology Examples Xen: Paravilizetion, VMware: Full
Virtualization, Microsoft Hyper-V

, 8 Hours

(22

Module — 2

Cloud Computing Architecture, Introduction, Cloud efBrence Model
Architecture, Infrastructure / Hardware as a SeyiPlatform as a Servic
Software as a Service, Types of Clouds, Public @otrivate Clouds, Hybri
Clouds, Community Clouds, Economics of the Clouge® Challenges, Clou
Definition, Cloud Interoperability and Standardsafability and Fault Toleranc
Security, Trust, and Privacy Organizational Aspects

Aneka: Cloud Application Platform, Framework Ovemwi Anatomy of the

Aneka Container, From the Ground Up: Platform Addion Layer, Fabric¢

Services, foundation Services, Application ServidBsilding Aneka Clouds
Infrastructure Organization, Logical Organizatidrivate Cloud Deploymer
Mode, Public Cloud Deployment Mode, Hybrid Cloudplyment Mode, Cloug
Programming and Management, Aneka SDK, Managemawis T

—

)

Module — 3

Concurrent Computing: Thread Programming, Introdgd?arallelism for Singlé¢
Machine Computation, Programming Applications withreads, What is

Thread?, Thread APIs, Techniques for Parallel Cdatfmn with Threads
Multithreading with Aneka, Introducing the Threatbramming Model, Aneks
Thread vs. Common Threads, Programming Applicatwits Aneka Threads

28 Hours
A

A

Aneka Threads Application Model, Domain Decompositi Matrix




Multiplication, Functional Decomposition: Sine, @ws and Tangent.

High-Throughput Computing: Task Programming, Taskomputing,
Characterizing a Task, Computing Categories, Frammewfor Task Computing
Task-based Application Models, Embarrassingly RaralApplications,
Parameter Sweep Applications, MPI Applications, Wiow Applications with
Task Dependencies, Aneka Task-Based Programmingk TRrogramming
Model, Developing Applications with the Task Mod&leveloping Parameter
Sweep Application, Managing Workflows.

Module — 4

Data Intensive Computing: Map-Reduce Programmingat\’s Data-Intensive8 Hours
Computing?, Characterizing Data-Intensive Compotati Challenges Ahead,
Historical Perspective, Technologies for Data-Iste@ Computing, Storage
Systems, Programming Platforms, Aneka MapReducgr&mming, Introducin

the MapReduce Programming Model, Example Applicatio

Module — 5

Cloud Platforms in Industry, Amazon Web Servicesmpute Services, Storag® Hours
Services, Communication Services, Additional SawjcGoogle AppEngine,
Architecture and Core Concepts, Application Lifeedy Cost Model
Observations, Microsoft Azure, Azure Core Conce@QL Azure, Windows
Azure Platform Appliance.

Cloud Applications Scientific Applications, Healtdre: ECG Analysis in th
Cloud, Biology: Protein Structure Prediction, Bigjo Gene Expression Data
Analysis for Cancer Diagnosis, Geoscience: Satdititage Processing, Busingss
and Consumer Applications, CRM and ERP, Produgtivocial Networking
Media Applications, Multiplayer Online Gaming.

D

Course outcomes The students should be able to:

* Explain cloud computing, virtualization and clagservices of cloud computing

» lllustrate architecture and programming in cloud

» Describe the platforms for development of cloudligptions and List the applicatiq
of cloud.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:
1. Rajkumar Buyya, Christian Vecchiola, and ThamaraelviS  Mastering
Cloud. Computing McGraw Hill Education

Reference Books:

1. Dan C. Marinescu, Cloud Computing Theory and Pca¢tiMorgan Kaufmann
Elsevier 2013.




INFORMATION AND NETWORK SECURITY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS743 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Analyze the cryptographic processes.
* Summarize the digital security process.
» Indicate the location of a security process ingiven system

Module — 1 Teaching
Hours

Introduction. How to Speak Crypto. Classic Cry@anple Substitution Cipher.8 Hours
Cryptanalysis of a Simple Substitution. Definitionf Secure. Doublé
Transposition Cipher. One-time Pad. Project VENON2odebook Cipher.
Ciphers of the Election of 1876. Modern Crypto Higt Taxonomy oOf
Cryptography. Taxonomy of Cryptanalysis.

A} %4

Module — 2.

What is a Hash Function? The Birthday Problem.Ngptographic Hashes. 8 Hours
Tiger Hash. HMAC. Uses of Hash Functions. OnlinelsBiSpam Reduction.
Other Crypto-Related Topics. Secret Sharing. Kegr@g. Random Numbers.
Texas Hold 'em Poker. Generating Random Bits. in&tion Hiding.

Module — 3

Random number generation Providing freshness Fued@mts of entity 8 Hours
authentication Passwords Dynamic password schemeso-khowledge
mechanisms Further reading Cryptographic Protodtigtocol basics Fron
objectives to a protocol Analysing a simple protofoithentication and key
establishment protocols

o}

Module — 4

Key management fundamentals Key lengths and ligindey generation Key8 Hours
establishment Key storage Key usage Governing kagagement Public-Key
Management Certification of public keys The cectfe lifecycle Public-key
management models Alternative approaches

Module — 5

Cryptographic Applications Cryptography on the inet Cryptography fof 8 Hours
wireless local area networks Cryptography for mmbiklecommunications
Cryptography for secure payment card transactiongt@graphy for videg
broadcasting Cryptography for identity cards Crgpaphy for home users

Course outcomes The students should be able to:

* Analyze the Digitals security lapses
» [lllustrate the need of key management

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.




Text Books:

1. Information Security: Principles and Practice, Huition by Mark Stampviley
2. Everyday Cryptography: Fundamental Principles apgdligations Keith M. Martin
Oxford Scholarship Online: December 2013

Reference Books:

1. Applied Cryptography Protocols, Algorithms, and 8&uCode in C by Bruce
Schneier




UNIX SYSTEM PROGRAMMING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS744 IA Marks 20
Number of Lecture Hours/Week 3 Exam Marks 80
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Course objectives This course will enable students to
* Explain the fundamental design of the unix operptipstem
» Familiarize with the systems calls provided in tim& environment
» Design and build an application/service over thix operating system
Module — 1 Teaching
Hours

Introduction: UNIX and ANSI Standards: The ANSI @&dard, The ANSI/ISC
C++ Standards, Difference between ANSI C and CHie POSIX Standard:s
The POSIX.1 FIPS Standard, The X/Open StandarddXl#dd POSIX APIs:
The POSIX APIs, The UNIX and POSIX Development Eonment, API
Common Characteristics.

D 8 Hours

5,

Module — 2

UNIX Files and APIs: File Types, The UNIX and POSF{e System, The
UNIX and POSIX File Attributes, Inodes in UNIX Sgst V, Application
Program Interface to Files, UNIX Kernel Support fétes, Relationship of (
Stream Pointers and File Descriptors, Directorgdg;iHard and Symbolic Link
UNIX File APIs: General File APIs, File and Recdrdcking, Directory File
APIs, Device File APIs, FIFO File APIs, Symbolionki File APIs.

» 8 Hours

Ur—\7

Module — 3

UNIX Processes and Process Control: The Environroérst UNIX Process:
Introduction, main function, Process Terminatiomn@®nand-Line Arguments,
Environment List, Memory Layout of a C Program, lgaLibraries, Memory
Allocation, Environment Variables, setimp and langj Functions, getrlimit,
setrlimit Functions, UNIX Kernel Support for Proses. Process Control
Introduction, Process ldentifiers, fork, vfork, gxwvait, waitpid, wait3, wait4
Functions, Race Conditions, exec Functions, Changieer IDs and Group
IDs, Interpreter Files, system Function, Processofinting, User Identification,
Process Times, I/0O Redirection. Process Relatipsshintroduction, Terminal
Logins, Network Logins, Process Groups, SessiomitrGlling Terminal,

tcgetpgrp and tcsetpgrp Functions, Job Control)l $hescution of Programs,
Orphaned Process Groups.

8 Hours

Module — 4

Signals and Daemon Processes: Signals: The UNIXeé{&upport for Signals
signal, Signal Mask, sigaction, The SIGCHLD Sigaatl the waitpid Functior
The sigsetjmp and siglongjmp Functions, Kill, Alarmterval Timers, POSIX.Ik
Timers. Daemon Processes: Introduction, Daemonacteistics, Coding Rule
Error Logging, Client-Server Model.

,8 Hours

)

Module — 5

Interprocess Communication : Overview of IPC Met#hoBipes, popen, pclos

5& Hours

Functions, Coprocesses, FIFOs, System V IPC, Mesagues, Semaphoré

F




Shared Memory, Client-Server Properties, Streame®ipPassing Fil
Descriptors, An Open Server-Version 1, Client-Sef#ennection Functions.

D

Course outcomes The students should be able to:

» Ability to understand and reason out the workindgJafx Systems
» Build an application/service over a Unix system.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. Unix System Programming Using C++ - Terrence Clradl, 1999.
2. Advanced Programming in the UNIX Environment - WelRird Stevens, Stephen A.
Rago, 3nd Edition, Pearson Education / PHI, 2005.

Reference Books:

1. Advanced Unix Programming- Marc J. Rochkind, 2ndtigd, Pearson Educatiof
2005.

2. The Design of the UNIX Operating SystenMaurice.J.Bach, Pearson Educatio
PHI, 1987.

3. Unix Internals - Uresh Vahalia, Pearson Educat2@l.

—




SOFT AND EVOLUTIONARY COMPUTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS751 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Familiarize with the basic concept of soft compgtamd intelligent systems
» Compare with various intelligent systems
* Analyze the various soft computing techniques

Module — 1 Teaching
Hours

Introduction to soft computing: ANN, FS,GA, SI, E§omparing among8 Hours
intelligent systems
ANN: introduction, biological inspiration, BNN&ANN,classification, first
Generation NN, perceptron, illustrative problems

Text Book 1: Chapterl: 1.1-1.8, Chapter2: 2.1-2.6

Module — 2

Adaline, Medaline, ANN: (¥ generation), introduction, BPN, KNN,HNNS8 Hours
BAM, RBF,SVM and illustrative problems
Text Book 1: Chapter2: 3.1,3.2,3.3,3.6,3.7,3.10,3.1

Module — 3

Fuzzy logic: introduction, human learning ability, undeciddlyili probability| 8 Hours
theory, classical set and fuzzy set, fuzzy set apmrs, fuzzy relations, fuzz
compositions, natural language and fuzzy interpicets, structure of fuzz
inference system, illustrative problems

Text Book 1: Chapter 5

<

Module — 4

Introduction to GA, GA, procedures, working of GAGA applications, 8 Hours
applicability, evolutionary programming, working &P, GA based Machine
learning classifier system, illustrative problems
Text Book 1: Chapter 7

Module — 5

Swarm Intelligent system:Introduction, Background of SI, Ant colony system 8 Hours
Working of ACO, Particle swarm Intelligence(PSO).
Text Book 1: 8.1-8.4, 8.7

Course outcomes The students should be able to:

* Understand soft computing techniques
* Apply the learned techniques to solve realistabpems
» Differentiate soft computing with hard computinghaiques

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.




Text Books:

1. Soft computing : N. P Padhy and S P Simon , Oxtémdversity Press 2015

Reference Books:

1. Principles of Soft Computing, Shivanandam, Deepd SViley India, ISBN
13: 2011




COMPUTER VISION AND ROBOTICS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS752 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Review image processing techniques for computeéorvis

* Explain shape and region analysis

» lllustrate Hough Transform and its applicationslébect lines, circles, ellipses

» Contrast three-dimensional image analysis techsiquamotion analysis and
applications of computer vision algorithms

Module — 1 Teaching
Hours

CAMERAS: Pinhole CamerasRadiometry — Measuring Light: Light in | 8 Hours
Space, Light Surfaces, Important Special Casssurces, Shadows, And
Shading: Qualitative Radiometry, Sources and Their Effettscal Shading
Models, Application: Photometric Stereo, Interreflens: Global Shading
Models, Color: The Physics of Color, Human Color Perception, Begnting
Color, A Model for Image Color, Surface Color framage Color.

Module — 2

Linear Filters: Linear Filters and Convolution, Shift Invariant egr Systems, 8 Hours
Spatial Frequency and Fourier Transforms, Sampéing Aliasing, Filters a
Templates,Edge Detection: Noise, Estimating Derivatives, Detecting Edges,
Texture: Representing Texture, Analysis (and Synthesis) dJs@riented
Pyramids, Application: Synthesis by Sampling Loddbdels, Shape fro

Texture.

Module — 3

The Geometry of Multiple Views: Two Views, Stereopsis: Reconstruction, 8 Hours
Human Stereposis, Binocular Fusion, Using More Gasjé&egmentation by
Clustering: What Is Segmentation?, Human Vision: Grouping aretstalt,
Applications: Shot Boundary Detection and Backgbu®ubtraction, Imag
Segmentation by Clustering Pixels, Segmentatio@taph-Theoretic Clustering,

112

Module — 4

Segmentation by Fittinga Model: The Hough Transform, Fitting Lines, Fitting Hours
Curves, Fitting as a Probabilistic Inference Peabl Robustnes§egmentation
and Fitting Using Probabilistic Methods: Missing Data Problems, Fitting, and
Segmentation, The EM Algorithm in Practideacking With Linear Dynamic
Models: Tracking as an Abstract Inference Problem, Linegnddic Models
Kalman Filtering, Data Association, Applicationsdaxamples

Module — 5

Geometric Camera Models: Elements of Analytical Euclidean Geometng Hours
Camera Parameters and the Perspective Projectifinge ACameras and Affin
Projection Equations, Geometric Camera Calibration: Least-Square
Parameter Estimation, A Linear Approach to Cameabb@tion, Taking Radial
Distortion into Account, Analytical Photogrammetgn Application: Mobile
Robot Localization,Model- Based Vision: Initial Assumptions, Obtainin




Hypotheses by Pose Consistency, Obtaining Hypashésepose Clustering,
Obtaining Hypotheses Using Invariants, Verificatidkpplication: Registration
In Medical Imaging Systems, Curved Surfaces andritient.

Course outcomes The students should be able to:

* Implement fundamental image processing technigegsired for computer vision
» Perform shape analysis

* Implement boundary tracking techniques

» Apply chain codes and other region descriptors

* Apply Hough Transform for line, circle, and ellipdetections.

* Apply 3D vision techniques.

* Implement motion related techniques.

» Develop applications using computer vision techagju

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpgcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. David A. Forsyth and Jean Ponce: Computer VisiégnModern Approach, PHI
Learning (Indian Edition), 2009.

Reference Books:

2. E. R. Davies: Computer and Machine Vision — Thedigorithms and Practicalities,
Elsevier (Academic Press)" #dition, 2013.




DIGITAL IMAGE PROCESSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS753 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Define the fundamental concepts in image processing
» Evaluate techniques followed in image enhancements
» lllustrate image segmentation and compression itigos

Module — 1 Teaching
Hours

Introduction Fundamental Steps in Digital Image Processing, Gorapts of an 8 Hours
Image Processing System, Sampling and Quantizai@presenting Digital
Images (Data structure), Some Basic Relationshiggsv@n Pixels- Neighbors
and Connectivity of pixels in image, Applicationslmage Processing: Medical
imaging, Robot vision, Character recognition, Resrféénsing.

Module — 2

Image Enhancement In The Spatial Domain:Some Basic Gray Level8 Hours
Transformations, Histogram Processing, Enhancersitig Arithmetic/Logic
Operations, Basics of Spatial Filtering, SmoothBygatial Filters, Sharpening
Spatial Filters, Combining Spatial Enhancement Mdh

Module — 3

Image Enhancement In Frequency Domain: 8 Hours
Introduction, Fourier Transform, Discrete Fourieaisform (DFT), properties
of DFT , Discrete Cosine Transform (DCT), Imagéefiing in frequency domain).

Module — 4

Image Segmentatio: Introduction, Detection of isolated points, lidetection, 8 Hours
Edge detection, Edge linking, Region based segrtient&Region growing, split
and merge technique, local processing, regionatgasing, Hough transforn
Segmentation using Threshold.

-]

Module — 5

Image Compressiol: Introduction, coding Redundancy , Inter-pixeluadancy,| 8 Hours
image compression model, Lossy and Lossless cosipredHuffman Coding,
Arithmetic Coding, LZW coding, Transform Coding,Bumage size selection,
blocking, DCT implementation using FFT, Run lengtiding.

Course outcomes The students should be able to:

» Explain fundamentals of image processing
» Compare transformation algorithms
» Contrast enhancement, segmentation and comprdssiomques

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.




Text Books:

1. Rafael C G., Woods R E. and Eddins S L, Digitalgm&rocessing, Prentice Hall
edition, 2008.

Reference Books:

1. Milan Sonka,”Image Processing, analysis and Mackis®n”, Thomson Press Indig
Ltd, Fourth Edition.

2. Fundamentals of Digital Image Processing- Anil &nJ2nd Edition, Prentice Hall g
India.

3. S. Sridhar , Digital Image Processing, Oxford Unsity Press, %' Ed, 2016.

=



STORAGE AREA NETWORKS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS754 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Evaluate storage architectures,

» Define backup, recovery, disaster recovery, busigestinuity, and replication

* Examine emerging technologies including IP-SAN
» Understand logical and physical components of eg®infrastructure
» ldentify components of managing and monitoringdh&a center

» Define information security and identify differestbrage virtualization technologies

Module — 1 Teaching
Hours
Storage Systemintroduction to Information StorageEvolution of Storage 8 Hours

Architecture, Data Center Infrastructure, Virtuation and Cloud Computing.

Data Center Environment: Application, Host (Computonnectivity, Storage.
Data Protection: RAID: RAID Implementation MethodBAID Techniques
RAID Levels, RAID Impact on Disk Performance. Itigggnt Storage System
Components of Intelligent Storage System, Storagei§ioning.

Text Book-1 Ch1:1.2to 1.4,Ch2: 2.1, 2.3t0 26h3: 3.1,3.3t03.5,Ch4: 4.1
and 4.2

[}

Module — 2

Storage Networking TechnologiesFibre Channel Storage Area Network& Hours
Components of FC SAN, F€onnectivity, Fibre Channel Architecture, Zoning,

FC SAN Topologies, Virtualization in SAN. IP SAN &frCoE:iSCSI, FCIP,
FCoE. Network Attached Storage: Components of NN8S /O Operation

NAS File-Sharing Protocols, File-Level Virtualizeti, Object-Based Storage and

Unified Storage:Object-Based Storage Devices, Content-Addressedadti(
Unified Storage.

Text Book-1 Ch5: 5.3, 5.4, 5.6, 5.9 to 5.11, Ch6:16&o0 6.3, Ch7: 7.4, 7.5, 7.7

and 7.9 Ch8: 8.1, 8.2 and 8.4

Module — 3

Backup, Archive and Replication Introduction to Business Continuity8 Hours

Information Availability, BC Terminology, BC Planmy Lifecycle, Failure
Analysis, BC Technology Solutions. Backup and AvehiBackup Methods
Backup Topologies, Backup Targets, Data Dedupbecator Backup, Backup i
Virtualized Environments, Data Archive. Local Reglion: Replicatiorn
Terminology, Uses of Local Replicas, Local ReplmatTechnologies, Local
Replication in a Virtualized Environment. Remote pReation: Remote

—

Replication Technologies, Three-Site ReplicationenmRte Replication and




Migration in a Virtualized Environment.

Text Book-1 Ch10: 10.5, 10.8, 10.10 to 10.13, Chmit.1, 11.2, 11.4 and 11.8
Chi12:12.2,12.3 and 12.5

Module — 4

Cloud Computing and Virtualization Cloud Enabling Technologies8 Hours
Characteristics of Cloud Computing, Benefits of @loComputing, Cloud
Service Models, Cloud Deployment Models, Cloud Caotimg Infrastructure
Cloud Challenges and Cloud Adoption Considerationgirtualization
Appliances: Black Box Virtualization, In-Band Vidlization Appliances, Out
of-Band Virtualization Appliances, High Availabiit for Virtualization
Appliances, Appliances for Mass ConsumptioBtorage Automation and
Virtualization Policy-Based Storage Management, Application-Aw@terage
Virtualization, Virtualization-Aware Applications.

Text Book-1 Ch13: 13.1 to 13.8. Text Book-2 Ch9: Bto 9.5 Ch13: 13.1 tg
13.3

Module — 5

Securing and Managing Storage Infrastructure Securing and Storage8 Hours
Infrastructure:Information Security Framework, Risk Triad, Stora§ecurity
Domains, Security Implementations in Storage Netwgy, Securing Storage
Infrastructure in Virtualized and Cloud Environm&nt¥lanaging the Storage
Infrastructure Monitoring the Storage Infrastructure, Storage dsfructure
Management activities, Storage Infrastructure Manaant Challenges,
Information Lifecycle management, Storage Tiering.

Text Book-1 Ch14: 14.1 to 14.5, Ch15: 15.1 to 151%.5 and 15.6

Course outcomes The students should be able to:

» Identify key challenges in managing information aadalyze different storag
networking technologies and virtualization

» Explain components and the implementation of NAS

» Describe CAS architecture and types of archivesfammds of virtualization

» llustrate the storage infrastructure and manageaities

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. Information Storage and Management,Author :EMC Etioa Services, Publisher:
Wiley ISBN: 9781118094839

2. Storage Virtualization, Author: Clark Tom, PubkshAddison Wesley Publishing
Company ISBN : 9780321262516

Reference Books:

NIL




MACHINE LEARNING LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CSL76 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

1. Make use of Data sets in implementing the macleaeing algorithms

2. Implement the machine learning concepts and alguostin any suitable language of

choice.

Description (If any):

1. The programs can be implemented in either JAVAythén.

2. For Problems 1 to 6 and 10, programs are to belajgs@ without using the built-i
classes or APIs of Java/Python.

3. Data sets can be taken from standard reposit
(https://archive.ics.uci.edu/ml/datasets.html) @amstructed by the students.

Lab Experiments:

1. Implement and demonstratetfdND-Salgorithm for finding the most specifi
hypothesis based on a given set of training datekss. Read the training data fron
.CSV file.

2. For a given set of training data examples storea irCSV file, implement an
demonstrate th€andidate-Elimination algorithmto output a description of the s
of all hypotheses consistent with the training egkas

3. Write a program to demonstrate the working of thecislon tree basedD3
algorithm. Use an appropriate data set for building thesiecitree and apply th
knowledge toclassify a new sample.

4. Build an Artificial Neural Network by implementinghe Backpropagation
algorithm and test the same using appropriate data sets.

5. Write a program to implement theaive Bayesian classifie for a sample training
data set stored as a .CSV file. Compute the acgwfathe classifier, considering fe
test data sets.

6. Assuming a set of documents that need to be dedsifise thenaive Bayesiar
Classifier model to perform this task. Built-in Java clas8®3/can be used to writ
the program. Calculate the accuracy, precisionraaall for your data set.

7. Write a program to construcBayesian networl considering medical data. Use tl
model to demonstrate the diagnosis of heart patiasing standard Heart Dises
Data Set. You can use Java/Python ML library cllggel.

8. Apply EM algorithm to cluster a set of data stored in a .CSV filee the same dat
set for clustering usink-Means algorithm. Compare the results of these t
algorithms and comment on the quality of clusterivigu can add Java/Python M
library classes/API in the program.
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9. Write a program to implemertNearest Neighbour algorithn to classify the irig
data set. Print both correct and wrong predictidasa/Python ML library classes ¢
be used for this problem.

10.Implement the non-parametrimcally Weighted Regressioalgorithm in order to

fit data points. Select appropriate data set faryxperiment and draw graphs.




Study Experiment / Project:

NIL

Course outcomes The students should be able to:

1. Understand the implementation procedures for thehina learning algorithms.
2. Design Java/Python programs for various Learniggrihms.

3. Applyappropriate data sets to the Machine Learaiggrithms.

4. Identify and apply Machine Learning algorithms adve real world problems.

Conduction of Practical Examination:

» All laboratory experiments are to be included foaqtical examination.

» Students are allowed to pick one experiment froenoh

» Strictly follow the instructions as printed on thaver page of answer script

* Marks distribution: Procedure + Conduction + VR@:+ 50 +10 (80)
Change of experiment is allowed only once and marlalotted to the procedure part to
be made zero.




WEB TECHNOLOGY LABORATORY WITH MINI PROJECT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CSL77 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

1. Design and develop static and dynamic web pages.

2. Familiarize with Client-Side Programming, Served&Programming, Active server
Pages.

3. Learn Database Connectivity to web applications.

Description (If any):

NIL

Lab Experiments:

PART A

1. Write a JavaScript to design a simple calculatgpeédorm the following operations:
sum, product, difference and quotient.
2. Write a JavaScript that calculates the squaresabés of the numbers from 0 to 10
and outputs HTML text that displays the resultiadues in an HTML table format.
3. Write a JavaScript code that displays text “TEXT@RING” with increasing font
size in the interval of 100ms in RED COLOR, whee font size reaches 50pt
displays “TEXT-SHRINKING” in BLUE color. Then theoht size decreases to 5pt.
4. Develop and demonstrate a HTML5S file that includesaScript script that use
functions for the following problems:
a. Parameter: A string
b. Output: The position in the string of the left-masivel
c. Parameter: A number
d. Output: The number with its digits in the reversees
5. Design an XML document to store information aboustadent in an engineering
college affiliated to VTU. The information must lnde USN, Name, and Name pof
the College, Branch, Year of Joining, and email Mhke up sample data for |3
students. Create a CSS style sheet and use &ptagithe document.
6. Write a PHP program to keep track of the numbevisitors visiting the web pag
and to display this count of visitors, with properadings.
7. Write a PHP program to display a digital clock whdisplays the current time of the
server.
8. Write the PHP programs to do the following:
a. Implement simple calculator operations.
b. Find the transpose of a matrix.
c. Multiplication of two matrices.
d. Addition of two matrices.

it
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9. Write a PHP program named states.py that declareariable states with valu

"Mississippi Alabama Texas Massachusetts Kansaste w PHP program that does

the following:

a. Search for a word in variable states that endaf $tore this word in eleme
0 of a list named statesList.

b. Search for a word in states that begins with k a@ndis in s. Perform a cas
insensitive comparison. [Note: Passing re.las arsb@arameter to methg
compile performs a case-insensitive comparisomieSthis word in element
of statesList.

c. Search for a word in states that begins with M amdks in s. Store this
word in element 2 of the list.

d. Search for a word in states that ends in a. Stesevtord in element 3 of th
list.

e

e-
d

=Y

10.Write a PHP program to sort the student recordschviaire stored in the database

using selection sort.

Study Experiment / Project:

Develop a web application project using the langsaand concepts learnt in the theory and
exercises listed in part A with a good look and &ftects. You can use any web technolog

and frameworks and databases.

Note:
1. In the examination each student picks one guresbm part A.

2. A team of two or three students must develemtimi project. However during
the examination, each student must demongtratproject individually.

3. The team must submit a brief project reportZ09ages) that must include the
following
a. Introduction
b. Requirement Analysis
c. Software Requirement Specification
d. Analysis and Design
e. Implementation
f. Testing

es

Course outcomes The students should be able to:

» Design and develop dynamic web pages with goodhestsense of designing
and latest technical know-how's.

» Have a good understanding of Web Application Teolugies, Internet Tools
other web services.

» Learn how to link and publish web sites

Conduction of Practical Examination:

1. All laboratory experiments from part A are to beluded for practical

examination.




Mini project has to be evaluated for 30 Marks.

Report should be prepared in a standard formatpbesl for project work.
Students are allowed to pick one experiment froenldi

Strictly follow the instructions as printed on th@ver page of answer script.
Marks distribution:

a) Part A: Procedure + Conduction + Viva:10 + 35 +B #arks

b) Part B: Demonstration + Report + Viva voce = 15+1®+= 30 Marks
Change of experiment is allowed only once and mallkéted to the procedure part to be
made zero.
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INTERNET OF THINGS TECHNOLOGY [As per Choice Based Credit System
(CBCS) scheme] (Effective from the academic year 26 -2017) SEMESTER — VIII

Subject Code 15CSs81 IA Marks 20

Number of Lecture Hours/We 04 Exam Mark: 8C

Total Nunber of Lecture Hou 5C Exam Hour 03
CREDITS - 04

Course ObjectivesThis course will enable students to

« Assess the genesis and impact of [oT applicatanmcjitectures in real world.
» lllustrate diverse methods of deploying smart oisi@nd connect them to network.

» Compare different Application protocols for 10T.
» Infer the role of Data Analytics and Security iff lo

» Identifysensor technologies for sensing real weritities and understand the role of 10T in
various domains of Industry.

Module — 1 Teaching
Hours
What is 10T, Genesis of 10T, IoT and DigitizatidaT Impact, Convergence of IT & 10 Hours

0T, loT Challenges, 10T Network Architectuesd Design, Drivers Behind N
Network Architectures, Comparing loTrchitectures, A Simplified IoT Architectul
The Core IoT Functional Stack, IoT Data Managenagit Compute Stack.

Module — 2

Smart Objects: The “Things” in 10T, Sensors, Actwas, and Smart Objects, Ser 10 Hours
Networks, (onnecting Smart Objects, Communications CetefdoT Acces
Technologie

Module — 3

IP as the loT Network Layer, The Business CaséFpThe need for Optimizatic 10 Hours
Optimizing IP for 10T, Profiles and Complianc Application Protocols for 10T, Tt
Transport Layer, 0T Application Transport Methc

Module — 4

Data and Analytics for loT, An Introductiom Data Analytics for 10T, Machi 10 Hours
Learning, Big Data Analytics Tls and Technology, Edge Streaming Analy
Network Analytics, Securing 10T, A Brief History @T Security, Common Challen¢
in OT Security, How IT and OT Security Practiced &ystems Vary, Formal Risk
Analysis Structures: OCTAVE and FAIR, The Phaseglfsation of Security in an
Operational Environment

Module — 5

IoT Physical Devices and Endpoil- Arduino UNO: Introduction to Arduino, Arduil 10 Hours
UNO, Installing the Software, Fundamentals of ArduPrograrming. loT
Physical Devices and Endpoit- RaspberryPi: Introduction to RaspberryPi, Abou
RaspberryPi Board: Hardware Layout, Operating $ysten RaspberryPi, Configuring
RaspberryPi, Programming RaspberryPi with PythomeMss Temperature Monitoring
System Using Pi, DS18B20 Temperature Sensor, CtingdRaspberry Pi via SSH,
Accessing Temperature from DS18B20 sensors, Reatctss to RaspberryPi, Smart
and Connected Cities, An IoT Strategy for Smartge§; Smart City loT Architecture,




Smart City Security Architecture, Smart City Uses€&xamples.

Course OutcomesAfter studying this course, students will be alole t

Interpret the impact and challenges posed by Idiverés leading to new architectural
models.

Compare and contrast the deployment of smart abga the technologies to connect the
to network.

Appraise the role of 10T protocols for efficienttwerk communication.

Elaborate the need for Data Analytics and SecuritgT.

lllustrate different sensor technologies for segsial world entities and identify
the applications of 10T in Industry.

m

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@aecting one full question from each module.

Text Books:

1.

David Hanes, Gonzalo Salgueiro, Patrick GrosseRabert Barton, Jerome HeripT
Fundamerg Is: Networking Technologies, Protocols,ral Use Cases for the Internet of
Things”, 1 Edition, Pearson Education (Cisco Press IndianiRgp@SBN:
978-9386873743)

Srinivasa K G'Internet of Things”, CENGAGE Leaning India, 2017

Reference Books:

1. Vijay Madlsetusand ArshdeepBahdd#nternet of Things (A Hands -on-
Approach)”, 1 Edition, VPT, 2014.16BN: 978-8173719547)
2. Raj Kamal,“Internet of Things: Architecture and Design Princi ples”, lst Edition,

McGraw Hill Education, 2017I1$BN: 978-9352605224)




BIG DATA ANALYTICS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER — VIII

Subject Cod 15CS8. IA Marks 2C

Number of Lecture Hours/We 4 Exam Mark: 8C

Total Number of Lecture Has 5C Exam Hour 03
CREDITS - 04

Course objectivesThis course will enable students to

* Understand Hadoop Distributed File system and emarlapReduce Programming
* Explore Hadoop tools and manage Hadoop with Ambari

» Appraise the role of Business intelligence an@ygplications across industries

» Assess core data mining techniques for data ansalyti

» Identify various Text Mining techniques

Module -1 Teachinc
Hours

Hadoop Distributed File System Basics, Runii®rgmple Programs a 10 Hours
Benchmarks, Hadoop MapReduce Framework, MapRedwggdmming

Module - 2

Essential Hadoop Tools, Hadoop YARN Applicationgndging Hadoop wi 10 Hours
Apache Ambari, Basic Hadoop Administration Proceg

Module — 3

Business Intelligence Ccepts and Application, Data Warehousing, | 10 Hours
Mining, Data Visualizatio

Module -4

Decision Trees, Regression, Artificial Neutdétworks, Cluster Analys 10 Hours
Association Rule Minin

Module -5

Text Mining, Naivi-Baye: Analysis, Support Vector Machines, Web Mini 10 Hours
Social Network Analys

Course outcomesThe students should be able

* Master the concepts of HDFS and MapReduce framework
» Investigate Hadoop related tools for Big Data Atia/and perform basic
Hadoop Administration

* Recognize the role of Business Intelligence, Dadeelousing and Visualization in
decision making

» Infer the importance of core data mining technigeesiata analytics

» Compare and contrast different Text Mining Techegu

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questicesecting one full question
from each module.

Text Books:
1. Douglas EadlinéHadoop 2 Quick-Start Guide: Leargtthe Essentials ¢ Big Data

Computing in the Apache Hadoop 2 Ecosystem"] Edition, Pearson Educatio
2016. ISBN-13: 978-9332570351




St

2. Anil Maheshwari/Data Analytics”, 1 Edition, McGraw Hill Education,
2017. ISBN-13: 978-9352604180

Reference Books:

th

1) Tom White,“Hadoop: The Definitive Guide”, 4  Edition, O’Reilly Media,

2) Boris Lublinskty, Kevin T.Smith, Alexey Yakubovi¢Rrofessional Hadoop
S

Solutions”, 1 Edition, Wrox Press, 2014ISBN-13: 978-8126551071
3) Eric Sammei‘Hadsqop Operations: A Guide for Developes and

Administrators”, 1 Edition, O'Reilly Media, 2012.ISBN-13: 978-93502892




HIGH PERFORMANCE COMPUTING [As
per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER — VIII

Subject Cod 15CS83 IA Marks 2C

Number of Lecture Hours/We 3 Exam Mark: 8C

Total Number of Lecture Hol 4C Exam Hour 03
CREDITS - 03

Course objectives:This course will enable students to

* Introduce students the design, analysis, and imgeation, of high performance
computational science and engineering applications.

» lllustrate on advanced computer architectures lighedgorithms, parallel languages
and performance-oriented computing.

Module — 1 Teaching
Hours
Introduction: Computational Science and Engineering Computation 10 Hours

Science and Engineering Applications; charactessind requirements, Revi
of Computation: Complexity, Performance: metrics and measurés
Granularity and Partitioning, Locality: tempdsgatial/stream/kernel, Basic
methods for parallel programming, Real-world caseiss (drawn from multi-
scale, multi-discipline applications)

Module - 2

High-End Computer Systems Memory Hierarchies, Mul-core Processol 10 Hours
Homogeneous and Heterogeneous, Si-memory Symmetric Multiprocessc
Vector Computers, Distributed Memory ComputeSsipercomputers a
Petascale Systems, Application Accelerators / Regunable Computing, Novel
computers: Stream, multithreaded, and purpose-built

Module — 3

Parallel Algorithms: Parallel models: ideal and real frameworkssit 10 Hours
Techniques: Balanced TredPointer Jumping, Divide and Conquer, Partitior

Regular Algorithms: Matrix operations and Lineag@lbra, Irregular Algorithm
Lists, Trees, Graphs, Randomization: Paralletudo-Random Number
Generators, Sorting, Monte Carlo techniques

Module-4

Parallel Programming: Revealing concurrency in applications, Task 10 Hours
Functional Parallelism, Task Scheduling, Syooiration Methods, Paral
Primitives (collective operations), SPMD Programgnfthreads, OpenMP, MF,
I/O and File Systems, Parallel Matlabs (Paralletlsdg Star-P, Matlab MPI),
Partitioning Global Address Space (PGAS) langudg®C, Titanium, Global
Arrays)

Module — 5

Achieving Performance:Measuring performance, Identifying performaid€eHaurs
bottlenecks, Restructuring applications for deepnowy hierarchies, Partitioning
applications for heterogeneous resources, usirggiegilibraries, tools, and frammeworks

Course outcomesThe students should be able to:

» lllustrate the key factors affecting performanceC&E applications, and

» Make mapping of applications to high-performanceapating systems, and




* Apply hardware/software co-design for achieving@enance on
real-world applications

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpgcs under a module.
The students will have to answer 5 full questi@etecting one full question
from each module.

Text Books:

1. Introduction to Parallel Computing, AnanthGramashual Gupta, George Karypis,
and Vipin Kumar, 2nd edition, Addison-Welsey, 2003.

2. Petascale Computing: Algorithms and Applicationayid A. Bader (Ed.),
Chapman & Hall/CRC Computational Science Serie8720

Reference Books:

1. Grama, A. Gupta, G. Karypis, V. Kumar, An Introdootto Parallel
Computing, Design and Analysis of Algorithms: 2eldison-Wesley, 2003.
2. G.E. Karniadakis, R.M. Kirby II, Parallel ScientfComputing in C++ and MPI: /
Seamless Approach to Parallel Algorithms and theiplementation, Cambridge
University Press,2003.
3. Wilkinson and M. Allen, Parallel Programming: Teaues and Applications
Using Networked Workstations and Parallel Comput2fs, Prentice Hall, 2005.
4. M.J. Quinn, Parallel Programming in C with MPI @abdenMP, McGraw-Hill, 2004.
5. G.S. Almasi and A. Gottlieb, Highly Parallel Comimgt, 2/E, Addison-Wesley, 199/
6. David Culler Jaswinder Pal Singh,"Parallel Compuéterhitecture:
A hardware/Software Approach”, Morgan Kaufmann,2.99
7. Kai Hwang, "Scalable Parallel Computing”, McGrawi HDB98.
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MODERN INTERFACE DESIGN
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VIII

Subject Code 15CS832 IA Marks 20

Number of Lecture Hours/Week 03 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course Objectives: This course will enable students

e To study the concept of menus, windows, interfaces.
¢ To study about business functions.

e To study the characteristics and components of windows and the various controls for

the windows.

e To study about various problems in window design with text, graphics.
e To study the testing methods.

Module -1

Teaching
Hours

The User Interface-Introduction, Overview, The importance of user interface —
Defining the user interface, The importance of Good design, Characteristics of
graphical and web user interfaces, Principles of user interface design.

08 Hours

Module -2

The User Interface Design process- Obstacles, Usability, Human characteristics
in Design, Human Interaction speeds, Business functions-Business definition
and requirement analysis, Basic business functions, Design standards.

08 Hours

Module -3

System menus and navigation schemes- Structures of menus, Functions of
menus, Contents of menus, Formatting of menus, Phrasing the menu, Selecting
menu choices, Navigating menus, Kinds of graphical menus.

08 Hours

Module-4

Windows - Characteristics, Components of window, Window presentation
styles, Types of window, Window management, Organizing window functions,
Window operations, Web systems, Characteristics of device based controls.

08 Hours

Module-5

Screen based controls- Operable control, Text control, Selection control,

Custom control, Presentation control, Windows Tests-prototypes, kinds of tests.

08 Hours

Course outcomes: The Students should be able to:

e  Design the User Interface, design, menu creation ,windows creation and connection

between menus and windows.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering all the topics under a module.

The students will have to answer 5 full questions, selecting one full question from each module.

Text Book:

Wilbert O. Galitz, “The Essential Guide to User Interface Design”, John Wiley &

Sons, Second Edition 2002.




Reference Books:
3. Ben Sheiderman, “Design the User Interface”, Pearson Education, 1998.
4. Alan Cooper, "The Essential of User Interface Design”, Wiley- Dream Tech
Ltd.,2002




NETWORK MANAGEMENT

[As per Choice Based Credit System (CBCS) scheme]

(Effective from the academic year 2016 -2017)
SEMESTER — VIII

Subject Cod 15CS83. IA Marks 2C

Number of Lecture Hours/Wet 3 Exam Mark: 8C

Total Number of Lecture Hol 4C Exam Hour 03
CREDITS - 03

Course objectivesThis course will enable students to

* To understand the need for interoperable networkagement.

* To learn to the concepts and architecture behentdsirds based network
management.

* To understand the concepts and terminology assacveith SNMP and TMN
* To understand network management as a typicalldiséd application

Module -1 Teachinc
Hours
Introduction: Analogy of Telephone Network Management, Data 8 Hours

Telecommunication Network Distributed computigyvironments, TCP/K
Based Networks: The Internet and Intranetsm@unications Protocols &
Standards- Communication Architectures, Protocgkksand Services; Case
Histories of Networking and Management — Thgort ance of topology ,
Filtering Does Not Reduce Load on Node, Some ComNetwork Problems;
Challenges of Information Technology Managers, Nekwanagement: Goals
Organization, and Functions- Goal of Netwdlanagement, Network
Provisioning, Network Operations and the NQ@&twork Installation and
Maintenance; Network and System Management, NetMankagement System
platform, Current Status and Future of Network Mgemaent.

Module — 2

Basic Foundations: Standards, Models, and wage: Network Managem: |8 Hours
Standards, Network Management Model, Orgamimatiodel, Informatio
Model — Management Iformation Trees, Manag Objec t Perspective
Communication Model; ASN.1- Terminology, Symfjolnd Conventions,
Objects and Data Types, Object Names, An ExampheSH. 1 from ISO 8824,
Encoding Structure; Macros, Functional Model.

Module — 3

SNMPv1 Network Management: Managed Networke THistory of SNMI |8 Hours
Management, Internet Organizations and stasddrdernet Documents, T
SNMP Model, The Organization Model, Systemefew. The Informatic
Model — Introduction, The Structure of Managent | nformation, Managed
Objects, Management Information Base. The SNMP Comication Model —
The SNMP Architecture, Administrative Model, SNMPpe8ifications, SNMP
Operations, SNMP MIB Group, Functional Mod&NMP Management —
RMON: Remote Monitoring, RMON SMI and MIB, RMONIRMONZ1 Textual
Conventions, RMON1 Groups and Functions, RelatignBetween Control and
Data Tables, RMON1 Common and Ethernet GrolgddON Token Ring
Extension Groups, RMON2 — The RMON2 Managemémfo rmation Baseg,
RMON2 Conformance Specifications.

Module - 4

Broadband Access Networks, Broadband Ac Technology; HFC|8 Hours




Technology: The Broadband LAN, The Cable Modem, Ta&ble Modem
Termination System, The HFC Plant, The RF SpectiamCable Modem; Data
Over Cable, Reference Architecture; HFC Managemer@able Modem and
CMTS Management, HFC Link Management, RF Spectruamagement, DSL
Technology; Asymmetric Digital Subscriber Line Taology — Role of the
ADSL Access Network in an Overall Network, ADSL Artecture, ADSL
Channeling Schemes, ADSL Encoding Schemes; ADSLagament — ADSL
Network Management Elements, ADSL Configuration Kgement, ADSL
Fault Management, ADSL Performance Management, SiBisiéed ADSL Line
MIB, MIB Integration with Interfaces Groups in MIB; ADSL Configuration
Profiles

Module — 5

Network Management Applications: Configuration Mgement- Networl8
Hours Provisioning, Inventory Management, Network TogyoFault
Management-Fault Detection, Fault Location andalsoh 24 Techniques,
Performance Management — Performance Metrics, Matatoring, Problem
Isolation, Performance Statistics; Event Corretafiechniques — Rule-Based
Reasoning, Model-Based Reasoning, CaseBased Regs@udebook correlation
Model, State Transition Graph Model, Finite Stateckine Model, Security
Management — Policies and Procedures, Security &resiand the Resources
Needed to Prevent Them, Firewalls, Cryptographyth@utication and
Authorization, Client/Server Authentication Systefiessages Transfer Securjty,
Protection of Networks from Virus Attacks, AccourgiManagement, Report
Management, Policy- Based Management, Service Mdaekhgement.

Course outcomesThe students should be able to:

* Analyze the issues and challenges pertaining tcagement of emerging network
technologies such as wired/wireless networks agld-Bpeed internets.

* Apply network management standards to manage pshcietworks
* Formulate possible approaches for managing OSlarktmodel.

* Use on SNMP for managing the network

* Use RMON for monitoring the behavior of the network

» ldentify the various components of network and folate the scheme for the
managing them

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questicetecting one full question
from each module.

Text Books:

1. Mani Subramanian: Network Management- Principles Rractice,
2nd Pearson Education, 2010.

Reference Books:

1. J. Richard Burke: Network management Concepts aactiPes: a Hands-On
Approach, PHI, 2008.




SYSTEM MODELLING AND SIMULATION
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER — VIII

Subject Cod 15CS83. IA Marks 2C

Number of Lecture Hours/We 3 Exam Mark: 8C

Total Number of Lecture Hou 4C Exam Hour 03
CREDITS - 03

Course objectivesThis course will enable students to

» Explain the basic system concept and definitionsysfem;
» Discuss techniques to model and to simulate valsgstems;

* Analyze a system and to make use of the informatamprove the performance.

Module - 1 Teachinc
Hours
Introduction: When simulation is the appropri tool and when it is n |10 Hours

appropriate, Advantages and disadvantages of SiimijaArees of applicatior
Systems and system environment;, Componenta system; Discrete &

continuous systems, Model of a system; Types ofddiscrete-Event System

Simulation Simulation examples: Simulation okging systemsGenelal
Principles, Simulation Software Concepts in Discrete-Event Simulation. The
Event-Scheduling / Time-Advance Algorithm, Manuiahslation Using Event

Scheduling

Module — 2

Statistical Models in Simulation:Review of terminology and concepts, Useful 10 Hours
statistica models,Discrel  distributions  Continuous distributions,Poiss

process, Empirical distributions.

Queuing ModelsCharacteristics of queuing systems,Queuing notaterg-run

measures of performance of queuing systems,Longreasures of performance

of queuing systems cont...,Steady-state behavior of k8/1 queue, Networks of

gueues,

Module — 3

Random-NumberGeneration:Properties of random numbers; Generatio |10 Hours
pseud-rancom numbers, Technigues for generating random nuwsyibests fc

Random Numberd®kandom-Variate Generation: ,Inverse transform techniqug
Acceptance-Rejection technique.

Module — 4

Input Modeling: Data Collection; Identifying the distributionitiv data, 10 Hours
Parameter estimation, Goodness of Fit Tests, Fitinon-stationary Poisson

process, Selecting input models without data, Maitate and Time-Series inpyt

models.

Estimation of Absolute Performance:Types of simulations with respect to

output analysis ,Stochastic nature of output dd&gsures of performance and

their estimationContd..

Module — 5

Measures of performance and their estimation,Owtpatysis for terminatir 10 Hours

simulations Continued..,Output analysis for stesidye simulations.
Verification, Calibration And Validation: Optimization: Model building,
verification and validation, Verification of simulation models, Verification




simulation models,Calibration and validation of ralsg Optimization
via Simulation.

Course outcomesThe students should be able to:

» Explain the system concept and apply functional @ingd method to model the
activities of a static system

» Describe the behavior of a dynamic system and e@atinalogous model for a
dynamic system;

» Simulate the operation of a dynamic system and rirageovement according to
the simulation results.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questi@etecting one full question
from each module.

Text Books:

1. Jerry Banks, John S. Carson Il, Barry L. Nelsorvi®@31. Nicol: Discrete-Event
System Simulation, 5 th Edition, Pearson Educa2®i0.

Reference Books:

1. Lawrence M. Leemis, Stephen K. Park: Discrete — @ mulation: A
First Course, Pearson Education, 2006.

2. Averill M. Law: Simulation Modeling and Analysis,th Edition, Tata McGraw-
Hill, 2007




INTERNSHIP / PROFESSIONAL PRACTISE [As per Choice Based Credit System
(CBCS) scheme] (Effective from the academic year 26 -2017) SEMESTER — VIII

Subject Cod 15CS8: IA Marks 5C
Duratior 4 week: Exam Mark: 5C
Exam Hour 03

CREDITS - 02

Course objectives:This course will enable students to

Description (If any):

Course outcomesThe students should be able to:

Evaluation of Internship :




PROJECT WORK PHASE Il [As per Choice Based Credit §stem
(CBCS) scheme] (Effective from the academic year 26 -2017)
SEMESTER - VIII

Subject Code 15CSP85 IA Marks 100

Number of Lecture Hours/We 0€ Exam Mark: 10C

Total Number of Lecture HoL -- Exam Hour 03
CREDITS - 05

Course objectives:This course will enable students to

Description (If any):

Course outcomesThe students should be able to:

Conduction of Practical Examination:




SEMINAR
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER — VIII

Subject Cod 15CSS8 IA Marks 10C

Number of Lecture Hours/We 04 Exam Mark: --

Total Number of Lecture Hol -- Exam Hour --
CREDITS - 02

Course objectives:This course will enable students to

Description:

Course outcomesThe students should be able to:

Evaluation of seminar:




