





ABSTRACT

The Autonomous JetBot Explorer investigates mobile robot navigation through a groundbreaking
approach that merges real-world hardware with the controlled environment of simulation-based
reinforcement learning. A JetBot with a camera acts as the actual obstacle avoidance platform.
The navigation system's brain is a reinforcement learning algorithm called Proximal Policy
Optimization (PPO). The JetBot is exposed to photos of both clear and blocked paths as part of a
pre-training technique that teaches it how to avoid obstacles and find its way around them. This
gives the JetBot the ability to navigate across regions that are blocked or clear. The pre-trained
JetBot receives additional training in a simulated environment where PPO is used to improve its
decision-making through a reward-penalty system dependent on successful navigation or crashes.
At last, the whole understanding is applied to the actual world. In order to navigate a physical
area and avoid obstacles in real-time, the JetBot makes use of its camera and trained model. This
combination method has promise for the creation of autonomous robots capable of navigating
dynamic environments, as it provides a potent way to train robots to adapt to unexpected
conditions.
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