VISVESVARAYA TECHNOLOGICAL UNIVERSITY,
BELAGAVI-590018

Mini Project Report On
“Real Time Emotion Detection using

TESS and a Pre-Trained Al Model”

A report submitted in partial fulfillment of the requirements for
COMPUTER GRAPHICS AND IMAGE PROCESSING LABORATORY (21CSL66)
in
Computer Science and Design

Submitted by

ANUSHA NT 4AL21CG006
JAHNAVIV 4AL21CG029
JAYAPRAKASH P 4AL21CG030
VIMALKUMAR U R 4AL21CGO61

Under the Guidance of
Dr. Pushparani M K

Senior Assistant Professor

DEPARTMENT OF COMPUTER SCIENCE AND DESIGN

ALVA’S INSTITUTE OF ENGINEERING AND TECHNOLOGY
MOODBIDRI-574225, KARNATAKA
2023 - 2024




ALVA’S INSTITUTE OF ENGINEERING AND TECHNOLOGY

MIJAR, MOODBIDRI, D.K. -574225
i

$o¢

. =

ALVA’S
DEPARTMENT OF COMPUTER 5( TENCE AND DESIGN
CERTIFICATE
This is to certify that the CGIP Mini Project entitled  “HEAT FIME EMOTION
DETECTION USING TESS AND A PRE-TRAINED Al MODEL” has been success{ully

completed by

ANUSHANT AAL21CGOO6
JAHNAVIV AAL21CGO2Y
JAYAPRAKASH P 4AL1.21CGO30
VIMALKUMAR U R AAL21CGO6]

the bonafide students of Department of Computer Science & Design, Alva’s Institute ol

[Kngineering and Technology in DEPARTMENT OF COMPUTER SCIENCE & DESIGN
of the VISVESVARAYA TECHNOLOGICAL UNIVERSITY, BELAGAVI duning the
year 2023-2024. 1t is certified that all corrections/suggestions indicated for Internal Assessment
have been incorporated in the report deposited in the departmental library. The Mini project
report has been approved as it satislics the academic requirements in respect of Mini Project

work prescribed for the Bachelor of Engincering Degree.

Dr. Pushparani M K Mr. Jayanthiuy ar A. Rathod

Mini Project Guide O\OSD

Name of the Examiners Signature with Date
7 S L
o Suadjha NV ﬂ} 2\ Y

.

2. (F




ABSTRACT
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detection using facial expressions, leveraging the Toronto Emotional Speech Set
(TESS) ang A pre-trained deep le i
DOV Mgy Cascade Classifier, and preprocesses the detected faces for emotion
pPrediction, The pre-trained mode] angl

the video feed while storing recent pr
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yzes the facial data, predicts the emotions, and displays them on
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dictions in a buffer for smoother transitions. User interactions are
enriched through text-to-speech capa

ng model accuracy with larger datasets, incorporating multi-modal
inputs for comprehensive emotion de

tection, developing context-aware responses, and creating a mobile
application to extend usability,

These advancements aim to apply the system in real-world scenarios such
ealth monitoring,

interactions with more empathetic and responsiy
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a8 customer service, mental h and educational tools, revolutionizing human comp
¢ technology.




